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PREFACE

In undertaking to introduce new workers to the field of high

altitude uclear effects and pursuing research in this field a major source

of difficulty has always been the lack of some single source of basic infor-

ination. During the period 1970-1975 D.H. Holland led an attempt to alleviate

this difficulty by convincing experts to interrupt busy schedules to write

a chapter on their area of expertise. The purpose of the chapter would be

to serve as an introduction to the area for a newcomer and as a reference

for a worker in the field. The material presented should not easily become

outdated.

The attempt met with partial success. The accompanying material

has been circulated informally for a few years and found to be useful for

the intended purposes. It is believed that wider distribution in a single

volume would increase its utility.
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CHAP-TER I

FUNDAMENTALS OF RADAR

1.1 INTRODUCTION"J*

The development of radar in the first half of this centry has provided

thle greatest advance in sensing of remotely located objects since the

invention cf the telescope. In contrast to the use of passive optics,

radar p rovides anl active electromagnetic means for probing and sensing

thc environment. The type of electromagnetic radiation employed

frequonce> ,, iv'.eformn, )affectv the typne Wn tpil t of i nforw&Ti1o
rcecived about the environment. Most important, radar provides an all-

aeather, day-night capability not enjoyed hy ground-based optics, a

consideration that is critical for many civilian and wiing- appli cat ions.

loae hord RADAR is ni ac ronym~ wh i ch i s derived fromn ' R1 i P 1t cc t ion And

Rang ing.'' Thc developmiint of radar has strongly motivteud by a need to

detect and locate host ile enemy a irc raft, anJ it has instrimnenta 1 inl

hminin, the irattie ot Brita in in PKorld War I1 I. The name radar retflects

earl., emiphasi s on its use for ranging and, measimnt of the direct icn of

targets. In modern radar the measurements of range and angle, while~

st ill im;portanlt, represcnt on ly two of many si gnif'caliL Wtuet "hin

t canl perforn. Some' of t hes;e nc t.i ens will be di:cu seCb Io

!Radair ill its si:{i est form is illuLst rated in Fig. 1-1. H ie t tasm itt er

emtsele'umgic-ic ra'liat ionl wii cl is: beameid 1by the anutclhna' toav.ard the

A i k iel hi Sto 'I' ra ~ da r i eut in ill eI 1-2.
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target. A portion of this radiation is intercepted by the target and is

reradiated (scattered) in all directions. A portion of this reradiated

energy is collected by the receiver whese it is processed to detect the

presence of a target and to estimate target parameters. _he distance.

to the target is determined from the amount of time reuired for thet
.4

radiated signal to travel out to the target and back. ihe angIc or A,

direction of the target may Le determined from the anglo-of-arrival 1-I

the w-Iavefront at the receiver or simply ,,,- kioi ing tlat the ta rget Iies 

within a narrow antenna beam. If the target is moving, its radiaol

motion can be sensed hy mcasur ng the doppler shift of the ca:'icr

(. c ., center) frequency of the reflected silenal. IBadial llot ionL ';t

also bc sensed (though not al-,ays as accurately by mczlsurii K the ti:ie

rate of chalngc of range.

- fJlr

NI- - ri's" I

/

Figure 1-1. Block diagram of simple radar.

[Ie L ci' i i le 'n1i0j 52 2i,:i ill , 1-1 c:ipl . St]jl lit 2 I!. 01 -

;it lln u 1 ior ;i1-.d S 'I i lc i': ,::t OM'IL t lx c to1"11 til "-.;tilic t



from ovcrloading or saturating tile receiver. In some applications tile

problem . of protecting the receiver from the transmitter is so diffi(;ult

.that it i~s more economical to use separate antennas, even though these

111V be s idc-lw- side, If a single antenna is employed, or the transmit

,i:cl ieceive antennas are colocated, the r&-lar is termed "monostatic."

If the transmitter and receiver are separated by a substantial distant.-,

tile 1ratti.r is termed "bistatic." The term "nultistatic" implies one or

moi e transmitters operating together with one or move rece~vers * Since

thc vast na~ori ty of radars operating today are moostatic, thle dis-

eUSsion of thle next feN sections is confined primarily to thle inonostatic

eac~i, It is anticipated that multistatic radars will in the future be-

cor-ic increasingly popular for certain applicati ens, however.

A\; noted abov-e, modern radar is called upon to perform a var~ety of

tY o ic jcnt fu nc tion, t ho ugh a g ivxen ra da r may b e c all1ed upon t o pe rform

(ilyon(: or a few of these functions. The relative importance of these

1funct.ions-- depends oai the particular problem. The more significant

::,ct111 .al rchdscussed bLw

I)ctuction: To determine whether a target is present or absent;

more speccificalily, to determine whether a target is present in a

, ,ic-i region of space, or in a given radar resolution cell. * c-

teetion is required for warning.

R soiUt ionl: 't'he ahi lity to separate two targets in one or more

r~r coordhinates-, range!1, angle. radial velocity. Resolution

I)ucoIIs] .iportanlt when many cargets arc close together. eso 1Lit ion

j- 11suai IN a pre istoto the inca surcnent of target 11 -rameiteris.

,Mc~iF~ u rerncW : or example, the me:asulrement of riwLge, angle, kvelocity,

i dcr ivait iv's 01' these (juantiti Cs. ]he (jWn11 ty Of 111Ca SUrCMent

teniaccuracy.

9



Discrimination: The ability to recognize the difference between

different classes of objects; for example, to distinguish between

satellites, missiles, and aircraft. The most famous is to dis-

tinguish between missile warheads and decoys.

- !7 Signature A\nalysis: The extraction1 of information from a target
(e.g., translational and rotational motion, size, shape, mass,

moments of inertia, atc..), which can be used to deduce its identi-

fication, mission or character. An example is the application of

signature analysis to space object identification (SOI).

'racking: Thie ability to maintain observations on a previously

detected object and to use these measurements to predict its

future location and velocity. Tracking is essential for guidance

ot In1terevptors to a target.

Imaging: Certain typcs of radars arc able to construct two-

dimensioual images of targets. Side-lookiing ground mapping radar

and razige-doppler napping of planets are both good examples.

Imnagin~g has also !)CCO performed or. satellite vehicles. Imaging is

a form of sipnature analysis and it can be employed for identifi-

cation and mission analysis.

The ability to imrform a part icular- funct ion gencrall1y depends on thle

operating frequency of thle radar. Therefore, radars are de-signed to

operate at frequcTie1s that depend on thle fUnctions to he perfurmed.

The nomnenc latuire used to denote the various operating Lands in the

radio/radi spectrwLn is given in Fig. 1-2.

The per'forina ncc of 1m10st of 1rh es fuIc t ionIS would he I';m tier s tl l'Jgt -

forwar i'd wre it not f'or the presence of nloise, wh~i ch 1 ci ds to 'statiSt C a I

uncertin1t ivs In. Iidiiion ILtcIL)4L

11 ecan airise fiim antenna anld line losses, Solar rid i t ion, nlaturlal

10
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and man-made interference, the galactic (i.e., stellar) background, and

thermal radiation from the earth and planets. In certain problems

intentional jamming can be the predominant consideration. Noise may

also arise due to-unwanted returns from clutter,-such as ground clutter,

sea clutter, meteor returns, aurorae, radar chaff, and unwanted targets.

Thie propagation medium can further complicate the situation by distorting - .

the radar signal. Examples include radar multipath, atmospherically
induced amplitude and phase scintillation, ionospherically induced bond-

ing, signal dispersion and polarization rotation, etc. It is the

presence of these disturbing influences that makes the radar problem

real ly challenging.

Wavelen9th

0 r 1 "10 n 1 10 c, 1 Cr. nv,

YLF LF ,F HF VHF UHF SHF EHF

Radar

L 1-2 GHZ I R

S 2-4 GHZ

C 4-8 GHZ

Aud o Broldcast Ku 12.5-IL ',Hz

Pi 1'-76.5 "

Ka Z6.b-.I) GIQ

Mlcrowaves

3 ' k .: hz 3 '' 4z 30 '-'z 32- Y'. 3 "z 0

Figure 1-2. Radio spectrum.

lhough Imanly of thc hasic CoujsJLICdt ionS of iiicrow,( radar :ply . :Iso

to laser radar, no at tepdIe)t % 1 hC IIIadc t0 CC I' t lit sul Iect ill th is

.T chapter. Conventional radars can be described in terms of lurll el

11



classical physics because they operate in regimes where the number of

photons involved in the processes of interest is very large, so that

classical field theory is applicable; the same is not generally true

of laser systems, where only a small number of photons may, be detected

in the returned sigonal and quantum effects must be taken into account.

1.2 THE RADAR INSTRUMENT

A block diagram of a typical pulse radar is sh,)wn in F~ig. 1-3. In

order to maintain accurate timing and p~hase coherence, all timing pulses

and local oscillator (LO) signals are derived from a stable masterI
oscillator. The master oscillator drives a waveform generator, the

output of which is usually at some intermediate frequency (IF:) -;uctiI
as 30 MHz. "Abe waverorm may consist of a si!%ple sinusoidal pulse, L

uniform train of such pulses, or some more complicated waveform. The

signal i5 then frequency, translated ( ~,mixed) up to some radio

frequency (RF) such as 3000 N4Iz, where it is amplified and pas.,ed by

a transmit-receive (*FR) switch to the radar antenna. The antenna

hielps beami the tranim-itted radiation toward the target and exclude

unwanted returns fromm objects outside the bean. Some reflected eniergy

from the target, usually with both time delay and d'oplelr shift, is

intcrccpted by the antenna and passed by the TR switch to ai low-nioise

preal:p Iificr such as a parametric amplifier (Ref. 1-2) . The ampli f ied

signal is mixed from RP down to IF, amnplified and processed by at

matchecd filter (or approximate eciuivalent) . The matched filter Uu;l l
takes the form of a i neair filter network w.hich has hoon optPiized to

rn~rxmjni Ze si 'laml -to-nloi so ratio and to facilitate the extract ion of

talrget pa raieters. '11 The otput Of the Wa'tched filter Still usuIa]y

cont :jiris carrier phase i nformna tion wh ic h is cony eneit I removed inl

an Ceiveloji detector. More integration mLvy take place at the output

of the enlvelope detector, termedi post -detect ion or non-coohcrent

integrat ion, to provide a further inlcrease inl siga 1-to-no i s rati'

After \ ido( *., low frcoquciicyj amplIificat ion time proces sod si g-ini

12
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Tiit Synch Pulses 
. I

PowstrTRvfmIfer 
-

ra:

Mastectr WavI Pr ixera pynifi

Fgr 1-3. Blc Generator

is sedinltor som tyoo vsa dslysuha actoe a ub CT

r aomatcd IF Pre T Rile Amr Amp oa

Figure n-3. Block diagram of typical pulse radar.

is fed into some type of visual display such as a cathode ray tube (CRT)

or automatic detection and processing equipment. The trend in recent

y'ears has been to rely more and more heavily on completely automated

detection and processing equipment. Some typical search radar dis-

plays are shown in Fig. 1-4.* The most popular of these is the

PPI (plan position indicator).

1.3 THE RADAR RANGE EQUATION

1.3.1 DERIVATION

The radar range equation, usually called simply the radar equation, is

the hasic relation for determining the detectability of a target in

terms of its cross section, range and the known characteristics of the

radar. I)etectability is usuilly expressed in terms of signal-to-noise

ratio, S/N, which can be determined as a function of target range from

* See, for example, Fig. 1-,(a) of Rcf. 1-3.
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rigure 1-4. Search radar displays.
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the radar equation. Various forms of this well known equation are

derived below.

Consider a transmitter that radiates power P isotropically, so that I
the power radiated- is uniformly distributed over a sphere-centered at-

the transmitter. The power density (.L.e., power per unit area) at a

. -- range R is then P/4rR 2
. -If the transmitter is now connected to a

directional lossless antenna, the effect is to increase the power

radiated in some directions and to decrease that radiated in others in

such a way that the total power radiated remains constant. The distri-

bution in angle of the radiated power is called the antenna gain pattern.

The antenna pattern can be characterized by an angular function G(O, ,),

the gain function, such that the power density at the point with polar

coordinates R, e, ¢, is PG(O,()/4-,R2 . From its definition, it follows

that for an isotropic radiator G(6,1) = I for all angles, and that

for an arbitrary lossless antenna the integral over solid angle is

= 4.. Thus, speaking crudely, G is determined by the ratio

of the total solid angle, 4z, to the solid angle, PB oi- the beam

into which power is radiated, .e., G B4/ . If the antenna is

diffraction limited, the angular width, of the bean is approximately

B- /D, where 1) is the diameter of the antenna. Therefore, for a

roughly circular antenpa

; B 4- )2 = 4-,)/, "  = 4TA/-."

where A is the area of the antenna. \ntenna theory shows (Ref. I-3)

that this reiation is approximately correct for areas of arbitrary

shape. If, as we shall assume, this aperture is employed for reception,

thcor., also shows that the effective recciving aperture is gien e y
A = (;;z/24:;

The radar cross sect ion (RCS) , denoted .:7, of an ob.j Oct is defi ned a:;

the cross sectional area of an eduiva1eont isotropic CeflCctor whiich, it'

located at the same position, would g ive the sane echo strens-th as the

ob e.'ct. Since a; sphere large colhipared ith a wavelength is In i,,t ropic
: 15
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1

scatterer, a can be thought of as the cross sectional area of an ---

equivalent sphere. Thus, to obtain the power density at the receiver,

one must multiply the power density at the target by a factor a/4.R 2, 

which yields

-reflected power density - PGo -

at the receiver (4TR 2)2  (l-2V ,,

a fora _given target, is not a simple number, but is a function of

the aspect at which the target is viewed.

The total power captured by the receiving antenna is found by multiply-

ing this power density by the effective receiving aperture A. The re-

ceived signal power S is then given by

G-' (3 (A) =PG' X20 13

As noted earlier, the actual performance of a radar depends not only on

the strength of the returned signal and the sensitivity of the receiver,

but also on the extent to which noise interferes with interpretation of

the echo. Noise can arise from a variety of sources. Usually the noise

spectrum is approximately flat over the receiver bandwidth. The total

noise power N in this band that competes with the signal is defined in

terms of the dimensionless operating noise faclor NF (sometimes calledU

system noise factor or operating noise figure'

N = kT BNF , .1--)o 0

wheic k is Boltzmann's constant (1.38 X 10- 2 3w/cps 'K), T = .90 0 K,

and B is the (effnctive receiver bandwidth in llertz. The system noise

temperature T is defined T = T NF , and N is sometines writtenS 5 0 0

N = kT B

The advent of low itoise receivers such as parametric amplifiers and

masers has permitted very low values of T to be attained. With proper

attention to choice of frequency, operating environment, reduction ot

* See, for example, Section .1.1 of Ref. 1-3.

16



antenna and line losses, ctc., system noise temperatures well below

100°K can be achieved.

Combining Eqs. 1-3 and 1-4 yields for S/N

S PG-2 ( -

(4ir) ,R(kTB-NF L

where a factor L has been included to account for system losses which

can arise froi: many sources. A well designed and maintained radar has

losses that typically range fron 8-12 dB. Note that S/N is the signal

power to noise power ratio at a time when the signal has reached its

peak, and at a point in the receiver where the return has been restricted

to a bandwidth B which is not less than the radiated signal bandwidth.

1.3.2 OTHER FORMS OF THE RADAR EQUATION

The above form of the radar equation is usually derived for the case

where the transmitted waveform is a simple sinusoidal pulse (of duration

T) and the receiver bandwidch B is chosen to be matched to this pulse

(B : l/-). P is then replaced by P. the radar peak power. The equation

can be put in a more general form with the substitutions

E E received signal energy = ST

N 0- -noise power per Hertz = N/B

B -1,.T (the matched filter condition)

Then

i--- PTGX 2  (1-6)
N0  (4 T) 3R kT NF L

0 0

The quantity E/N , the signal energy-to-noise power per Hertz, is a0

dirensionless ratio that characterize.s signal detectability (Ref. 1-4).

The significance of this quantity will be discussed further in Sec.l. 6 .

In situations where a number of pulses are integrated, P)T in Eq. 1-6

is replaced by PTI where P is the average power and TI is the coherent

integration interval. In that case, Eq. 1-6 is replaiced by

17



PT IG 2 2G

when separate antennas aire employed for transmit and receive; e.7.,

- -- n-a bistatic radar, Eq, 1-7 is general ized to .-

E ~PT IC TG k 2

0 (4T) 'R R kT NF LL
T R o oT R

where GTand G R are the transmit and receive antenna gains, R1. and RR

are the target ranges from the transmitter and receiver, and L T and L R

are losses appropriate to the transmitter and receiver, respectively

(note that for moriostatic radar L =LTLR). One muIst, of course, employ

a value of u which is appropriate for the geometry and the polarizations

of transmitter and receiver.

1.3.3 SEARCH RADAR EQUATION

The above forms of the radar equation apply to a situation where one

desires to calculate the detectabilit' of a target located in the radar

beam. Suppose instead one wishes to determine the requirements on the

radar for conducting a search for targets in a solid angle Q during a

frame time T F'The solid angle of the radar beam Q Bis given approxi-

mately by

B - T(1-9)

Thle effective time T Ispent by thc radar in each beam position is then

rT 4-iT

It is; aissumed that the energy received in the time T I is coherently
rocesse -in phas;e co;-icent Tanr.'he energy dcvot-ed t0 S'eArCh i n~t

ctlch heaw IP IOi t i o i s iml 1'l whe:rc P i s the averagc r'adAar power.

)C t t i III TA', n s1ft~tn nx C -rrCsSi on for IiE.-



E PATF a

N~ ~ TKRkiN L0 0'

which can be rewritten as :
<.(E/N )

o0 aPA (1-12)
F 4irR kT 1.

0 0

The expression on the left is a measurement of the search capability

of tht' radar. Fq. 1-12 exprcsses the well known results that the

search caailt of a radar is determained byits power -airtnre

product and is niot explic:itly a function of antenna gain or wavelength.

if separate antennas had been employed for transmit and recei-e, th-e

A entering the above equation would be for the receiving ar :rture.

1.3.4 RADAR RANGE N THE PRESENCE OF JAMMING

When radar' is operated in the presence of strong external interforenco

such a-s jammiing, tlio nioise levecl at the receiver mnay be- dominated by

the external nlois-e- I or certain tpsof problem,.s the radar must be

designed to fUnction in an. ICM (electronic countermeasures) environment

wher-~itn oaIz:I: n no iso can be vcry P.-uch ia~,rthan receiver

Tnoise. Fhe two cass f iru crest rcsidelobe i amijic. -Ind main lobe

Janim j g.

Sidelobe Jamming

inc Jaii.jar auoise power N. at the ruceiver V i- eth

whe . iS the I0.: - .i''

gain. Jn thu dirction of thte raidar, al- i. the i-ntcenm ii .:1ii ;

po inrtcd i n r i' cJ i rct i~f on r , f ' T 1 i o'.:' i S cf-i (''r a i

00C eftc i e 1a.)>i'H' ;' flli 11 Cint *:k;; h n e

cearuir I.:~ C, C.. j'. ~ I s"it-l
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S 1

N. 4nP.G.G R4 1

The signal energy-to-noise power per cycle ratio is given by

... .E PTIG 2R2B a

N 4,P.G.G R1-03 3 J S

where N is the noise power per Hertz of the jammer and B. is itsoJ 1
radiating bandwidth. Operation in an ECM environment provides one of

the principal incentives for designing antennas with low sidelobes.

Mainlobe Jamming

In certain situations an adversary might find it advantageous to deloy

a very large number Gf small, low-power jammers in order to fill up

many or all :nain beam positions of the radar %,ith iaaituers. lhc above

equations can be adapted to this case simply by setting G
s

- PGR.o

Nj 4TP .G .R"

and

N ' E GR2Bj° (1-17)
NoJ 4-.P G( )R'

Although many mainlobe laitir.crs may bc required to fill many beam positions,

these jammers have two very importanL advantages over sideloic jamners:

1) the power required for masking a target is much lower and 2) cancel-

lation techniques ar- usually not effective.

1 .4 ANTENNAS*

Therc are many differcnt types of radar antennas, but they Al basicall-v

perform similar functions. 'he radar antenna acts as a transducer be-

* See Qt. -5.
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tween the transmitter and free space, It serves to beam the radiated

energy in a particular direction and to provide a collecting aperture

for reflected energy. The antenna beam also provides a basis for

rejecting unwanted signals that emanate from points outside the beam.

The energy that arrives at the antenna aperture can, furthermore, be

processed to determine the direction of arrival of the incident radiation.

-The directivity of an antenna is determined by its gain. An antenna with

unity gain is one that radiates its power P uniformly in all directions,

so that the radiated power per unit solid angle i6 P/47r. An antenna

with gain G(0,f), a function of pointing angles 6 and ¢, will radiate

a power per solid ahglc of PG(0,y)/4-.

Note that G(6,¢) is a dimensionless quantity that represenLs a ratio

of powers and is therefore often referred to as a po.cr gain. lo] a

lossless system the integral of the power per triit solid :D,;lc over all

angles must equal the input power P.

If PG(O, f)ld -- 1-18)

from which it follows that, as previously nioted

1fG(a, p)dQ = 1 C-19)

For a dissipative system the integral woul, 1h css ti:Iil UP it.'. lhV

equation states that the average gain of " loss jcss anteniva is unity.

Since the main beam gain G = G(O, 0) is reenerally ;:::ch ,,.itcr than

unity, it follows that the average antenna gain in "c si~leloh, rciion

must be less than unity'.

. If the transmitted power could be radiated uniformly i:,to a huaa. kf

solid angle 'B then the gain iusii - this .., ;ouild be

B
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51 iIii sini' E-.. s3mp c.M onrMUMS 1Xere written~

f70rtIii V -A a.Lehnn. U -ze e-s:. casily generalized to the

casc a~ Y td,! a ntoia as fol~svs. The solid angle 0 is giwoin

aj~~~~prux~o Me . '~LAO:c~O beamwtdths 93 and 4 in two

-orthogmna id o )

S i Tc C (1 cc 8i5 about 40,000 square degrees, an antenna with

a os-de ue i ycr hs a gain of 40,000 or 46 dB. Fur a rectang-

ulzir ssno'-p r- titc Icon widihs eand ~Bare related co wavelength X and

apartu- *'' is icns Ws :W D2 approximately by BB =V!,T= /2

(1-22)~

S1 2tICe :i!tcsifa ioyur rea. Eqg. 1-22 is a generali

oil? Lir n'car <ortures of arbitrary shape. in practice,

tmu uisfuctiv unan .pertcire \ is usually somewhat smaller than the

pil':> Pc] in ;;; due t, ac- -ideal illumination and losses,. If the

s~~nv ~ C) 1rn~ Ki mylye Fir ri-teption, basic antenna teory states

tIi th, & , v -. -' " l, :id :r..aisni:iit., areas are equialI.

In prot no1 I SCtransmitted ener y can be confined to the main

K: - 8 t-aSo t.* ante. 'a -j.5a ti -. W o ariiut DC made i dentica1lly zero

Outsit. I- ' CM. . h- words, Use antenna will have sidelohos

in!, iAch s -9cW ~.r w' C: i Or rad iot roid via whtrlhs Signals car Aol

Q, 1'L is cS~n! s ui v j5r.b hi M- a make s id loe 0VI IS\OT) SM] 11

LO to lure IVcLUMS Atru iumilst ed signals such as c ttor, Y- a

1 UCMC inlt,. ferenice a11110 othc1i sources, of exterual is.

A.:l g. lii [~c 101ion C , ican he cal nda sted from the -rrrwn1

.:-itasgoJ excittio01 (or ii I i nat ion) fsiiithi aic ross an:11 i[Cti e

l'Ci (ssal l ssssinilct to he pnii-,. ,teLIWI ti

- ited sit VaWIOis jis 1 tilL' sin rilisi :tii;i ti-iIlst51 155 in ,Ise ! II-.1



created by the antenna at any given point in space is -xpressible as a

linear superposition, with appropriate phase shift to account for path

delay, of the effects of the excitation across the aperture, The form

of the resulting expression for field intensity depends on whether. the.
point is in the near field or far field region of the antenna. The
near field and far field regions are sometimes referred to as the

Fresnel and Fraunhofer regions, respectively. The usual criterion for

the transition point betweei, these two regions is R 2D2/X. This

criterion is based on the requirement that the portion of a spherical

wave emanating from a point at range R which is intercepted by the

antenna aperture be planar to within a distance )/S (a 45' phase error).

Most radar antennas arc operated well into the far field region, so that

the plane have assumption usually (though iot always) prove to be excel-

lent. :

Antenna theory states that for the fir field region the field stl ngth

is a twt,-di.:.onsionml Fourier transform cf the aperture illumination

function. The ,,ain C(O,, is of course, proportion-I to the square

of tile field strcr-_ti-. Maximum gaii:- is obtained when the aperture

ilumination functr'j: Ki; uniform -. e., constant modulus). For a one-

dimensional unifori.l illuminated znperture of length D, G(e,q) has

the form

G;(N , v+  -- -i2. Tx s irIe"tJ . dx

- I)," 2

i
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where it has been assumed that e is small enough so that sine

The dBbeamwidth for this antenna, which is the width of thc

angular region where the gain is within a factor of 2 of its peak

value, is readily calculated to be 0. 89X/D radians. This beamwidth

I--was calculated for a beam position which is perpendicular to the plane-

of the aperture. The beam can be scanned mechanically by physical ly
rotating the aperture, or electronically by introducing a phase

variation into the aperture illumination function which is a linear

function of x. Electronic scanning of the bamn will cause the heami

to broaden as it is scanned away from the face normal because the P

I effective aperture width (in a direction porpendicular to the beam) i
is reduced.

a ieso mle ekcl ds e bssron gtem che (s in 2 x) /x 2 gain pattern for a on iformlIy i ]loin iinat cd ape rture sI

at x = 0. Thle lari~est of these is ad i acunt to the mai n beaml and i

only 13 db lower. This sidclobe level is uinacceptably high for many

applications. At some sacrifice in maili beam gain and some beam broad-

ening, one cari achieve lower sidelobes bNy us1ing a "tapered' aperture
illuminati-)n function (pcone which decreases gradually to a small

valuec near the edge of thc aperture). .'Antenn;! gain patterns arc
F,

read ily derved by takinq the two-dimnensional1 Fourier tranlsform of the

aperturc ili -~nat ion funct ion. A number of tjeful :imtenjia func'ti ens

have been tabulated by) Barton, and an extract frnm tlhesc iS summ111arized

the li near aperture di stancc ,, while thle apferturc funictionis with

circular symmietrNy arL given iii terms ot' the d istaic j- fru!-d the cenlter

ol" h aperture. eaiQgiii tile anlt 2ilna vai 10el1i uy to Ithai ')I'

b ~' a ujitformi e1 i1i linted Jaertkl*Lr. Thi s uuartity, "1Cc xpe; e a

pecrcenitage, is often~ reCferreld to aSt tie pte efiiny In or-der

to o'atain the 3H .M . half-power'' h earnwidth Ill radianis. 'any- sh~oul,'

SSee 1-f.I6.
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Table 1-1. Radiation patterns for various antenna

aperture illumination functions.

Aperture-1llumination Relative -Normalized-3 dB Ratio of-Power in Main
Function Gain (dB) Beamwidth Beam to Power in First

_________________ _______ (radians) Sidelobe (dB)

l xli<D/2-- -- I
Uniform: I(x)=l 0.0 0.886 13.3J

Cosine: I(x)=cos n(rx/D)

nl-0.956 1.189 23

n=2 -1.304 1.441 31.5

n=3 -2.44 1.659 39

n=4 -2.93 1.849 47

Function:

n~1 -0.836 1.179 21.3

n=2 -1.59 1.365 27.5

r,=3 -2.17 1.568 34.7

n=4 -2.63 1.731 38.5

Cosi ne-on-Pedestal

I W)=k+(1 -k)cos (-rx/D)
k=0.5 -0.157 0.996 17.8

k=0.2 -0.516 1.069 21.8

Ci:-cular Functions

I(r)±C-1-(2r/D) ,n

n 0 (uniform) 0.0 1.016 17.6

1-1.34 1.267 24.5

n =2 -2.64 1.467 30.5

n =3 -3.68 1.681 35.8

n =4 -4.52 1.889 40,6
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multiply the number in the normalized beamwidth column by ,/D. From

the table it is seen that the more heavily tapered the aperture, the

lower is the aperture efficiency, the broader is the beamwidth, and

the lower is the first sidelobe. It is possible to make sidelobes

extremely low with proper choice of illumination function provided

good '-,ntenna tolerances can be maintained. t

There exist several different basic types of antennas: reflectors,

lenses, phased arrays, and hybrid antennas which are combinations of

these. The basic antenna considerations discussed thus far apply to

all of these. Jmplicit in this discussion has been the assumption that [

the antennas are operated at a single frequei.-v or over a nzrrow band

of frequencies. Occasionally it is desired to operate an antenna over

a wide band of frequencies. The broadband behavior of an antenna can

be determined from its narrowband (or single frequency) response in

the same sense that the broadband behavior of a linear filter is

characterized by its single frequency response ... frequency.

Antenna theory is a highly complex subject, but simple types of

antennas such as parabolic reflectors and lense antennas are readily

understood in a qualitative manner by using geometrical optics approxi-

mations. For simple applications where only one or a small number of

radar beams is required, and the coverage limitations imposed by mechani-

cal scanning of the antenna does not represent a serious disadvantage,

these conventional types of antennas can be quitC satisfactory, particu-

larly from a cost standpoint. The electronically s,,anned phased array

antenna which has come into its own during the past 15 )ears providcs

certain important and unique capabilities that are not available in

conventional antennas. Thcse incIlde rapid beam canning agility and

an ability to form large Inu,d)ters of siMnltanCous receiving beams. It

1 -- 01,1-- , in 1principlo, to obtain lower sido.lobcs thro,1uch

improved control of thc aperture illunimAtion function.
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A simple one-dimensional linear array is illustrated in Fig. 1-5.

The array elements which may be dipoles, wa\'eguide horns or any other

type of antenna, are uniformly spaced.

12 3' 4

Figure 1-5. Linear-phased array.

Most arravs have an element spacing of about one-half wavelenlgth. Th e

arrav may be used for tran-rissioi or reception or both. The phaqe

-,hifts :-associotvd "with _,Ieclme:nt inicrvase (or decrease) 1i'iearly-

wi th eltenent number so as just to compensate for the d iffereit i a I pha se

shift due to the inclination 6 of the wavefront. The direction of the

beQam is determined by contralling these phase shift values. A variety

of c lectronic t ec hniques are usecd for centriol i n, beam-. stoeei g I'Y c

tr:11Iing' these cl ement phi sc shifts.

k bah a rra v C'u~i 1 CTD 1;t' i' 'i I~ I "N 01f thIe t oItl jIi 'nvs,

i nc jdont on the a.riy lace. Propur ( :Ie~Oiit Ipha'.ing and cohulerciv'

vwhich is N t 0:c;I;~ri;iai t hc iaI-t-b lat" :it reI b-

ccv -Ic.eLt; ]It. It I-oft-tn de-sird'-lo to connoct ;in ite'i
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the output of each element prior to addition in order to avoid signal-

to-noise degradation from line losses and mismatches. It is then

possible to form a large number of receiving beams simultaneously,

where each beam is formed by an appropriate cummation of the phase

shifted outputs .of. these amplifiers.

The two-dimensional planar array represents a straightforward exten-

sion, in principle, of the linear array. Element phase shift values- -

must be chosen in order to accomplish scanning in two angular dimen-

sions. While the beam of a linear array tends to be fan shaped (i.e., -

very broad in one dimension), one can obtain a pencil beam by using

a square or circular planar array. Many other types of arrays are

possible, including array elements mounted on the surface of a

cylinder or sphere.

1.5 RADAR CROSS SECTION*

The radar cross section (RCS) of an object is defined as the area inter-

cepting that amount of power which, when reradiated isotropically,

produces a signal strength at the receiver equal to that from the

object. As we have seen in the discussion of the radar equation, a

knowledge of radar cross section is necessary to determine radar

performance. Unfortunately the problem of determining RCS for objects

of complicated shape is not simple, and RCS is only loosely correlated

with the physical area of an object. Exact, or nearly exact, solutions

of Maxwell's equations to determine RCS has only been obtained for a

few canonical shapes. To the extent that targets of interest can be

identified with or resolved into a set of reflcetois with these shapes,

RCS value.s for these shapes can prove useful.

The ICS of a conducting sphere as a function of sphere radius over wave-

ie th, a/, is qhnwn in Iiv'. 1-(..'[he PC S hi boon no nunIi zel to

* See Rcf. 1-7.
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2

.its frontalarea 7~a In the Rayleigh region where 2Tra/X << 1, RCS

varies as X , while at the other extreme, 2iia/X >> 1, the RCS approachesI

its geometrical optics value of ira2. The intermediate region is re-

ferred to as the resonance oic M'ie scattering region. It is emphasized

that this RCS curve is for the backscatter or monostatic RCS (as

--opposed to bistatic RCS). - - . . .

1.0

01Rayleigh Reglo Regioan

Resonance Rgo

06 Region

0.01

0.001 ---- ___----4

0.1 0.2 0.4 0.6 0.8 1,0 2 4 680
Circumnference/wavelength *2'raX

Figure 1-6. Radar cross section of a sphere.
a =radius; X = wavelength.

Monostatic RCS formulas for som~e typical conducting shapes of interest

pare summarized in Table 1-2. These formulas are approximate and

hold when the characteristic hody dimensions are large compared to a

wavelength.
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The RCS for some objects can be derived in the following manner. The

intercepted energy corresponds to its cross sectional area A (the

frontal area seen looking along the direction of propagation). The

object, with surface currents induced by the incident plane wave,

can now be considered as a radiating antenna with a gain C in the direc-

tion of the receiver. The resulting RLS is then GA. For example,

with a flat plate or corner reflector, the object has an effective

gain 4TrA/X 2 , from which it follows that

(1-24)
)2

In practice a complex scatterer such as an aircraft has an RCS which

varies in a complicated manner with both aspect angle and frequency.

The rate of variation with aspect angle is proportional to the apparent

width of the target in wavelengths, while the rate of variation with

frequency is proportional to the length of the targct in wavelengths.

This wide and often unpredictable variation in RCS creates a problem

for the radar designer because he must account for a random distribution

of RCS values. To this end, he may employ one of a number of RCS

fluctuation models which he feels best approximate his situation. The

RCS fluctuation models developed by Swcrling arc frequently emnloyed

and thelc are summarized in Table 1-3 (Ref. 1-9).

The effect of RCS fluctuations is generally to reduce the probability

of detection when the detectability is high, but to increase the pro-

bability of detection when detectability is low. ..\ case Cof particular

concern is where RC(S fluctuates very slowly so that it is possible for

'CS to bo near an ICS null for an unacceptably long time period. Pu I se -

to-pulse or look-to-look frequency junmpini, is often effective for
overcoming this prol'lem.

In the _oc of' bist'itic radair ,me must . of course. use the bistatic

RCS . WlIen the )bistat ic an l , the ani 1le bet w een the trai sinit aid

receive lines-of-sight to the t;rrct, is -nal1, olie can l tcr jinne PCS
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I
Table 1-3. Swerling RCS fluctuation models (Ref. 1-9).

Swerling Type RCS Probability Remarks

Distribution P(-,)

1 e-a/a Fixed during one sweep of the
Ybeam over the target, but in-

dependent scan-to-scan.

c Ce" /  Random from pulse-to-pulse

Fixed during one sweep of the
iii 4a -2a/cy beam over the target, buL in-Se dependent scan-to-scan

IV '-e Random from pulse-to-pulse

using the "-monostatic-bistatic equivalencc thcorcm (Ref. -103. Thi3

theorem states that the bistatic RCS is equal to th . mon .tatic RCS along

a direction which is along the bisector of the bistatic angle and at a

frequency which is reduced by a factor cos6/2. Thi. theorem is approxi-

mately valid for simple convex shapes at small bistatic angles, but

fails seriously at large bistatic angles and for concave shapes such as

a corner reflector.

One of the motivations for using bistatic radar is tie increase in

radar cross section which often occurs as bistatic an~lle is increased.

This phenomenon can be particularly important for objects whose mono-

static cross section ha been reduced through shaping and/or the use of

radar absorbing materials (RAM). This phenomenon is illustrated

qualitatively for the case of condacting spheres in Fig. 1-7 whcre

RICS is plotted versus . for tvo different :;phere sizes. As approaches

1800 , RCS alpproachcs a very largc value which theory shots i:; iven by

-f 7,\2

12

ard is independent of polarization.
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+30.

+20

ka - 20

. ka =2.36

0

-10

-20
0 20 40 60 80 100 120 140 160 180

Scattering angle , deg

Figure 1-7. Bistatic radar cross section of a conducting sphere
[a is the sphere radius and k=2r/X. Solid curves are
for the E plane (a measured in the plane of the E
vector); dashed curves are for the H plane "' measured
in the plane of the H vector, perpendicular tu the E
vector)].
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1.6 THEORY OF RADAR RECEPTION*

1.6.1 INTRODUCTION

Radar reception can be thought of as taking place in two steps. The

first is to determine if a signal (-..e., target) is present or absent.

This first step is termed detection. If the first step reveals the

presence of a signal, the second step is to measure the quantities

that characterize the signal (j. RCS, range, radial velocity,I

angular direction, ctc.). This second sten is termed the measurcment

or parameter estimation problem. The detection problem is complicatcd

by statistical uncertainties due to the presence of noise. This noise

nay take one of a variety of forms depending on te iadar implementation

and operating environment. In addition, the form of the signal may not

be known exactly in advance, but may be one of a set of signals that

occur with specified probabilities.

It should be noted that the tlhory of detection and parameter estimation

exist independently of their application to radar, but tne rapi(, develop-

ment of the theoretical understanding of these subjects over the past

two decades owes its motivation largely to radar.

1.6.2 DETECTIOr

Detection cali 1c considered as a hypothesis test with t%,o alte natives,

signal present or signal absent. The problem is illustrated inl Fig. I-S.

ihe received message, denoted x, is sone combination, denoted 0.

not necessarily additive, of signal s and noise n. The signal ay or

may" not he present. s and n are chosen in accordance with certain

probability distributions which define the stati-tics of the problem.

The space of all possi lDe fessages, denoted by the circle, is divided

into two r.;ions, the F region in which a yes (si., nal present) decision

Se e l~c s. 1-11, 1-12, ind 1-1,3.
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is made, and -,he i n wl ah+z>Li - si gi absewl ee,~ is

made. Thle uine;i '.h z thi, - prce i s !i ided 7. we :i1F

c:al led the dcst r

When a decision S:;ia~ie trais ,Iwai.. the :ezib tvJer:a P,

is the probabiity- of oraldidi:t a <'Jija. is pircsci:

Wi i , (1 - P1) is th I;. obabi I i'a of inacorrectly c~iatti a a

is absent (prnbh'i10 pi vosa 'i ;i .I.,>f a IFpraIiv

tS the j)robabilhtV Clf lO'C,\ LIidi:l_ rmat a j

wil Ie t -PO is the rl- )'bi 1 1,aci corr-a I A . l1,- 0hat .11

signal is, present.

I i a s iinp I probleni x Tu ' ii o 1 s' r tf t I~ :i I

lc~sonon whcthc'i 0) nVni .. b t i t I-, Ilast:.

%%het her x\ excceds saetsh .. x -a. ' ,;d crci I .; ;. r.:,k

&7 101 b\ c(l:d i t Inaim I probI)J i i t y dcii I > i

Ilk)iI are both12'-c i d P (X/,' ihi aC

-Tl tt.tIOD is illutt:tud cmiatct IIs

probai litics d iscu-e~d L kl, irl !;. c'Xp o'cd :I, ;w~ Io

prr~kziIi)ty functioW;, Ili dnnc 1.t Al"WI Je'IL.
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Figure 1-9. Probability density functions for noise aic
and signal plus noise.

I - PI) f P xS N'dx1KT

1) f (x/\) dx

=f p i (\/Ndx

It i-- seen that PI canl a iwacs bce increased by dcc rcasing b' ut this

has the cffcct of incrcasing I>. The more thu twe probal-il1 ty fuflct iols

ill Fig. 1-9 tend to' 111L: v.thc h -c i I h", I'l fo I : \J LtI(

Of P P) 11 can be made low by increasinug .',hut only It thilt' cIS of

&makine P l OW. Thu.;, de(TCctaility, cann~Ot 1)e chiuie z P b

or P, alone;1 hot h must-,' b- spec :if ied More ucci ai I I y ~ui1'

plottcd 'c rs'i, P, by% all owing ',to r.
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Wvhen x represents a more complicaited message, such as a waveform, the

decision rule becomes mort. involved, A number of different criteria

exist for a)ptimizing the decision rule. These include such criteria

as minimumI Cost (Bayes decision rul1e), minimum information loss,

Neyiman-Pearson and Tdeal Obscrvcr. The Neyman-l-'earson rule maximizes

P D subject to a specified valu_- c:1) F~ The Ideal Observer minimizes

the probability of errorPF

p= P(N)P + (1 PD)P(SN\)(130

where P(N) is tile jr~r prof-ability of noise alone and

P(SIN) = 1 - P(N) is thle a roiprobability of both signal and noise

being present. Note that Cile NLv.~-Pearson criterion has thle

id~antage of not depcinding onl these izru' probabilities.

I~ tunatcly, Theory tells uis th-it fill of these different criteria

lead(, to exactly' thle sa Me t)yptL of decision rule; namely, one wi T.h sets

a threshold A on a qjuantity ::iled !Lie * -L._.,ix r~ztbL. The likelihood

ratio 1,(x) is defined

1() P(x/SN) (-1
P (,,/N)

ihe only difference betwccn the criteria is the value for A. The form

of the optimum receivcer can thus be( Fpocified once the statistic of

the signal and ioisc are known.

.',ost radars are desi ciicd to hindle the reception of sig-ials in a very

..necific type of noise called "aJ lit ive whit~e gaussian" noisc. * Most

r-ecoiver noi.5e and inany' oth'r Ljyio:_; of noise are of this type. ThIIis

noise has the propcirties of 1K(ing linearly additive to thle signal and

of iavi ng a t at spectruim. I rai: -i n character as sures that the out -

l))ut of any linear operat ion o:j t his type of noise, such as lineaLr

11 re 1 ~ra ~ , ;z 0n ri A4 ihucd. The i J~i ",

see, for examplc, p). 37 ot kcf. I i I



wl.ite gaussian noise assumption also has the advantage of producing

mathematically tractable results. Even when this noise assumption

ii not completely valid, the practical results are often still reason-

ably good.

Consider the case of a known signal waveform s(t), e.g. a voltage ..

t waveform, in thle presence of an additive white gaussian noise wave-

form n(t). Detection theory tells us that the likelihood ratio 1.Lx)

takes the following form

where

2 f -(t)s(t)dt 1)

N, as Lef ore, is the noise power per unit bandwidth. S;.tting a thtresh-

old on L(x) is cquiVaklnt to setting a th,-eshold on >,, sinLC thes; ar-cI

monotonically related. rhus the optimum recciver consists of taking

the re:ceived mc-isage x(t) , cross correlating it with ,(t) , and setting

thresholl onl the: result. The value of thv threshold is ustially haseil I
onl 11n aCCeptable falSe- ilalrI Tate. This process is often termed

I'corrclati oi-reccept ion,"

The qua it it>' *, is a ratndom.i var iable withi mean valuie zecro when t l' s ignalI.

i.; absient .. ,s(t) (-I), meain 2I/'N (when the signal is present, and

v;iriancr 2) ' li signal 1 iergy F: is defl ned as 0C, ilt (grated. 1 eie

of :( t), which) is the ert wh i'hI would he di.MS ipat ed in ai one-ohm,

reM :;tt ' . 11h cf ict i e . gni;ilI-to-ln sc rat io rthe sqplar': ol* t hc

-Ifcr Lnc Of te i al 1i V;i ' ) I Jih; d by 1)- l00 Vari-an~Ce ld -, 'hIi i :
''I "IiI,, ill theffeCLtiVc si)'l);-t-JI $C liAth il t thle (output of

tile idealI I'LCCiVL1'.V



On the basis of these considerations, the following formulas for PD

and P1. are readily derived.

Pr (i 12/2. dx (1-34)

=v I _ 'e.12.R -35)

where the abbreviation R.; 2F/N has been employed. P D ' PF curves

for various values of .R based on these formulas are showm as the solid

curvcs in Fig. 1-10. Bvc:usc prohabilily scale, are emplo)yed for

ordinate and abscissa, these curves arc straight lines.

Two significant points arc worth cinphasizing. The first is that signal

detectability, as manifested in the PD " P,, curves, depends only on

the signal energy and not Lhe shape of the wavforn, provided the signal

is exactly known. Thus, modulation of the signal to increase its

handwidth, and hence the required bandwidth of the receiver, does not

in principle degrade signal detectability. The second point is that

I'F is a very scnsitive function of 2L/N t' r fixed PD whenl I' i s

smal I. From Fiu, 1-II) it IS seeCnI, for I..x-IuII.L ' tihlt WhLn P. = 0.9'.1

an increase in 2F/N from 19 to 0.1 causes P1. to decrease from S ' 10- 9

to 1 12

The introduction of lnknowi si gnal parameters can, of con re, do nothiiig

but dcgrade signail detectability. this situation is illustrated it.

Fig. 1-14) for I sikt., 1 idli ] iS ],IILO10% Cf.l m " c;nrFiVY 1'li;a whikl,

is plot ted ,as the dashed curves. he i degradation in detect i1ility IL-

l ow the sil n a l kl)ol cse I',Lc: iC e: s; IVS .I)r '~1Ct c d as 21' N is increased,

(Iollsidet. now the case whure the signl; , it' it occurs, o ;t l a set oh

ii ,t i n tl ,' iffCrrCit Si),TI ls I .. . s%-l s :li chl do mt oM Cr1.1 ill

3,9
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time or in frequency) each with signal energy E. Such might be the

case, for example, with a pulse which caim occur with one of a set of

N time delays, where the time steps are larger than the pulse length.

Theory states that correlation reception mu3t be performed for each

distinct resolution cell in which the signal could be located. A

threshold can be set on the result of each of these correlation reception
operations to obtain a specified P D 1 he probability of false alarm is,

however, N times as large as for the single signal case. Stated generally,

if the radar has to look for the presence of a signal in one of N

resolution cells, thfi 1F as determined from Fig. 1-10 must be

multiplied by N. Since resolution can exist in several dimensions,

such as range, velocity and angle, the number of resolution cells exa-

mined by the radar per second can easil, be quite large; l. , l06

or larger.

in practice, correlation reception is usually implemented with the aid

of a "matched filter." Consider the situation shown in Fig. 1-11.

x(t) - s(t) + ,n(t) h(t)hLt) y(t)-

Figure 1-1l. Linear filter response.

x(t) is the input to a lincar filter which can always be characterized

by its impulse response function h(t), the response to a delta function

at t = 0. The filter output y(t) is relatcd to the input by a con-

volution integral.

y(t) = x(u)h(t - u)du (1-36)

-CO

where u is a dummy variable. The matched filter condition requires

h(t) s (T - t)-
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where T is sufficiently large to ensure a filter realizability condi-

tion h(t) = 0 for t < 0. y(t) is then given by

y(t) -1x(u)s(T - t +1u)du .(1-38)

-O

The output of the matched filter at time T, y(T), is seen to be the

desired correlation upon which the threshold should be set.

In practice radar signals have time delay as one of their unknown

parameters. The matched filter has the great virtue of supplying at

its output the cross correlation of the received waveform with all

delayed replicas of the expected signal as a time waveform. Detection

can then be performed by simply setting a threshold on this time wave-

form. Signal time delay can be estimated by measuring the time at

which the output of the matched filter reaches its peak. It is useful

to note that y(t) can be written

y(t) f s(u)s(T - t + u)du + noise term (1-39)

The signal component of the output of the matched filter is seen to he

just the time autocorrelation of s(t), a fact which will be used in the

next section, on parameter estimation.

The signal-to-noise ratio at the output of the matched filter at the

instant when the signal reaches its peak is, as we have seen, just

2F/N . Usually, however, the matched filter is implemented as a rela-

tively narrowband filter, and the signal out from this filter is there-

fore narrowbard. The time-average signal-to-noise ratio includes the

effect of noise both in phase and in quadrature with the signal, thus

vielding a time average signal-to-noise ratio of 1I/N . It is for this

00

rather than i
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Ani idea] receiver makes use of exact knowledge of signal shape, inclu-

ding phase. In the case of a single pulse, this type of receiver is

fairly easy to implement. It is more difficult in the case of a pulse

train because the processor must be properly matched in phase for the

length of the pulse train. This matching problem can be complicated by

unknown doppler siiift as well as unknown time delay. As the observation

time ill the target is incrcased, other problems suchi as amplitude and

.)hase scintillation of the target, the existence of radial acceleration

and highler derivative., of range, et..C,, tend to conipli ic the reccption

process.

A practical expedient to siinpliiy the reception process in such situa-

tions is to envcloc d-tect the signal (thus destroying phase informati on)

and integrate the signal "noncoherently." Such a procesz is called

Postdctection integration, as opposed to coherent processing, which i s

cal led prvdcetect ion integration. A loss in signal detectahil1i ty is

incurre" and many: cu rves wil11 be found in the l iteratuire which show

)ostde tect ion initecgr~tion perto rmnanue under va rious sit lit ions. A

g4ood rule of' t hui is tOat o t detect ion i ntegrat ion !q qu itc efficient

.i-ion the inflj~i vignalI-to-WmSL rat io is rt o hut it degrades

rap~ l y vhcu t ho inpu sin-o-ws ''ti fil I-"uiy

1 .6.3 PARMiETER ESTIMATION

iiv 1'4itF t I I~ I tiCt V Wi14- h s thc t1;1.z;i~ it td 1,av'-

forW isl 1;oUdif ied by theL targeCt to prod-!Cc I Itfl ected 'saefoi.fi

a short t i lie ilite rval t hu ta)'iget Tet;1a1 rnCunll caace i: be l'

range, radi.ii :Inct\ d an 1,ilui Psi i en. )v...r Icior r iod t

tjiwo \,ctljuli Je i..1i(- "('P the". 'iliis t:>,.i u'i) halk to li nc I Ii0
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energy received across the aperture can be processed to form an estimate

of its signal parameters.

Consider a simple situation where the transmitted waveform is s(t) and

the received waveform has the form as(bt + c). The received signal is

characterized by the unknown parameters a, b, and c which are to 1-e

estimated. The quantity a depends on the target RCS and the radar

range. b is determined by the radial velocity of the target and c

depends on the range of tile target. If the observation time is short,

a, b, and c can be treated as constants.

It should come as no surprise that the accuracy in determining these

quantities is a function of s(t). A long sine wave, for example, will

yield very good velocity resolution and accuracy but very poor range

resolution and accuracy. M1ore complex waveforms can be devised which ij
provide both good range and velocity information.

With the assumption of additive white gaussian receiver noise, parameter
estimation theory, based on Bayes' theorem on inverse probabil ity and

the ". t;: . 'f ..c>a; ;-G,.;.2:ci, specifies how the re.eived signal

must be processed to obtain the best estimate of target parameters

(oef 1-I ). Suppose the rcccived signal . . ..,. ,: with elcr"' I i

written s(t, y) where the parameter y denotes one or more unknown

parameters. Theory shows that one must compute

fXil)S(U, y')du -.

for all possible values of Y. 'he bcst estimate of ", is that value

which maximizes this expression. In the case where unknown time delav

is the only unknown parameter s(t, "') is replaced by s(t - T) an] the

integral becomes a crosscuircltijL j uf the cccivcd 7iicsszc -;-zvcf,;rm

with del;tved replicas of the expected signal. As was .c'en in the pre-

vious section, this function is conveniently calculated with the aid of
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a matched filter, and the best estimate of T is obtained by looking for

the tine at which the output of this filter is a maximum. If the

correct value of y is denoted yo, the integral can be written

C(¥0,Y)

d (u)s(u,) du f s(u,y ) s(u,y ) du + noise (1-41)

It is the presence of the noise term which causes the estimate of y

to deviate from its true value, since ¢(y 0 ,y) is a maximum when

Y = Y. The more sharply peaked is O(y0 ,y), the less will be the

perturbing influence of the noise on the estimate of y, and the better

will be the accuracy in determining y.

Should the character of O(y 0 ,y) be such that two or mure values of y

give tihe same, or nearly the same, value of (p(y 0 ,y), it will not be

possible to determine with certainty which value of y is correct. In

other words, there will be an ambiguity in estimating y. The function

V(Y0 y) characterizes the nature of these ambiguities. In the litera-

ture 0(y0 ,y) is usually considered for two unknown parametvrs, time

delay, and doppler shift, and it is that function which is usually re-

ferred to as the radar ambiguity function. The theoretical properties

of the radar ambiguity function have been a subject of considerable

interest in the literature (Refs. 1-11, 1-14, 1-15, 1-16).

As an example of ho4 ambiguities can arise, consider the case where

the transmitted waveform has the form (ignoring constants of propor-

tionality) sin -it and the target introduces a time delay T = 2R/c.

The received signal then has the form

4 R
sin[,(t T)J = sin (,.- --)- ) (1-42)

The nhase shift introduced b,-- the targot is 4rR/,. Sine this phase

shift can only be measured as an angle between 0 and !%, the determin-

ation of R is highly ambiguous. Stated differently, incrementing R by
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nX/2, where n is any integer, will change the phase of the received

signal by an amount 2rm and hence leave the measured value of phase

unchanged. This type uf range ambiguity is usually of no concern

because range accuracy of better than A/2 is almost never required,

and range is usually obtainedi by measuring the delay of the pulse

envelope rather than from carrier phase. For an isolated radar puise

this range measurement will be unambiguous.

More generally, it is desired to choose a waveform which will provide

both range and velocity information. Th. most frequently employed

waveform is a uniform train of short identical pulses. Denote the time

separation of the pulses by T0 , and the radian frequency of the radar

by w = 27rf, as before. This waveform can give rise to both range and

velocity ambiguities. For example, a target at range R gives a return

which is indistinguishable in form (except for end effects where the
c

pulse train starts and stops) fron, a return at a range R + 2 0 " In

other words, range ambiguities occur with a spacing RB = cT0/2. On the

other hand, a velocity shift of \/2T0 produces a change of phase shift

between pulses of exactly 2T radians anu thus produces no measurable

change in phase. It follows that Lhe velocity ambiguity spacing is

V8 = X/2T 0. T'he product RBV is thus given by

RB V =C /4-)

Thus, when X is fixed, RB can only be made larger at the expense of
inaking V smaller, and vice versa. This equation expresses the well

known range-eclocity ambiguity dilemma which afflicts radar. This

phenomenon, aside' f.-om causing measuremert ambiguitie-, can also

"fold-in'" clutter from other range or velocity regions which wili

compete with desired signal returiis. In ..av problems whcre clutter is

not -erious and the range-velocity sprcad from targets is not 'arge,

radar amibigulties present no )robilem. iii Lu , of svat7'1 ....z arct:,

:.'_ -. ~ information can often be employed to resolve mCUsurement

ambiguities. One well known radar applicati.on where the range-veloc ity
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ambiguity problem is quite serious is the use of airborne radar to detect

aircraft in the presence of ground clutter.

From Fourier transform theory one can show thtat resolution in frequency

is T-1, where T is the time duration of the signal. Conversely, the

resolution in the time domain is B-1, where B is the signal bandwidth.

Thle time delay T is related to the range R by the formula R =-c'.ItII
AR --c.,T cB (1-44)1

The doppler shift f is related to the radial velocity V by f 2V/X
D) D

It follows that the velocity resolution WV is given by

These expressions for AR and .X arc approximate and a±;sumc that t~o .

bandwidth B and the time Tr are more or less Uniformly occupied by

signal.

Once a target hras been resolved in at least one radar coordinatc from

other objects, it is usually possible to determine its; parameters(c,

range, velocity, angle) to an accuracy which is a s-mall fract ion of the

rcs-olution cellI width. This accuracy improves with signal-to-nio J'se c

ratio. Approximate simpl ified formalas for radar resolultionl a'Ccracy

arv g i vCn in Table 1-4. The a ccLurac V fo a1' aLs iIc 1UJQ :1 Sw 11

deg-adation factor for nonl-ideal signal processing. A good rule of

thiumb is that a MiiML11 mumdtLectab ic sig~nal1 level , approx imat ely. 11 d B

signal--to-noise ratio, Will %*iold anl accuracy which is one-t enth thle

resolution Cell size.

Some restrictionis asppl.v to tile ulse of these acciuracy formnti ls: thle

sig'nal -to-noise rat io must be substant ially grcater than uinity ttv

raIdar 111hiji'llit V fIImnct ion Must have fin it e der ivat ives; near i ts or i ' in

the neaisurenicuts of anlgle, J~ug lad V( oc i tv muILst he ''coup] t'd' inl
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Table 1-4. Approximate radar resolution and accuracy formulas

Resolution Accuracy (rms error)

Angle
(circular aperture Le=l.2 .2 ___

of diameter D) 0 %

Range Ac _ ARRange R=2B -R :4~ -25.'!

> IV
Velocity AV= vF

2T4TS7 2s

a statistical sense. Generally, one can assuume that radar measurc-

meots are uncoupled. A notable case where range and .:locitv s '4

coupled, however, occurs with a linear FNI signal aveform. .Su-ch wz,'e-

forms are frequently employed because they provide a convenieni t means

for increasing the time duration and/or the bandwidth of the signal

and thereby provide improved resolution and accurcv. In the audio

range a linear 1 signal sounds like a chirp, and for this r-ason these
waveforms are often referred to as "chirp" signals sc Ref. 1-13-

An example of how one call obtlin an accuracy which is a small fractio "

of a resolution cell will be illustrated with a scheme known as

a lti d a l o.s-. ' (or simultaneous lobing). This term is u.ed to :;ignify that I
an angle n,e,-.surelTenTt is made On ZI singlc pulse. Ini the ca.se of a

dish ", t i' i Oct ing ty'pe) anteliua, t we fecd horns can bc disllaccd s
a; to form ,'ans at slightlv different ang1es, as shown below. 'The

beams can he added to form a sum be in and a diffcrenc, bvani. The su

beam is used to detcrmiine the magniLUde A of the returi. The ,i ffcrccc

hfe'lam ,kitilt which iz e-~erti: lv 1 ine r ne:ir the oriiin, rodulces a n

output proportional to X', where , is the angular disj)l:icemecnt of the

target fron the midpoint of the two beams. Ilhe tangle c ; .i:Itc is
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1-2

1 2

Difference Beam
I ezeve Be--r IUM B e am Output

____ Out-ut.; Ou- Ltput______

Figure 1-12. Monopulse signal outputs.

obtained by dividing the difference cutput by tile SUM output. In a
tracking radar the output of the difference channel LarT be use;d in a

servo l00o) to drive the antenna so as to keel) its boresite pointed

approxKimately at the target. From a theortical standpoint, the basi1c

approach for ineasuring range and velocity is similar to that for

measuring angle.

1-7. THE RADAR OPERATING ENVIRONMENT

The choice of design parairi, ters for a particular applicat ion, and tile

performance which can be achieved in a radar is often strongly inflU-I

Cnced by the'env-ironment in which th'- radar must Operate. This en-

vironwient sets a pract ~cai limit on thle usable radar freque1Ny IMral.

Thie nligh-freqjUecy1 end of the operating band is limited by atmospheric

absorption due to watcr vapor and oxygen. *Fhe IOW-frLCquenlcv enld of

tile hand is limited Iw var ou:; t\C Ofc o0i Se and uln-certa iflLies in

prop;igat ion through the ionos)phere.

The effect of atmolspheric at tenuat ion is shouwn in Fig. -1 S. Th 0
two-wav, ottuennatioii 1)N t he Uanper U irbed la tnosplierc , in &- , i s pl ott ed
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elc-vatioii angle and radar frequency. As -roted, the two absorption

"caiscshoi arcc cue to water x'apoi and oxygen. This cbsorpt on can aliso

niflcaintlv incease system noise0 tomperature if very low noise re -

ceivers are employed. The small "windo&' between the two absorption

peaks is at K a-band (26.5-40 GOz). The effect of atmospheric absorp-

Zijon can be mitigated by placing the radar on a high altitude aircraft,

or civoidad ot i re 1 y i F theC radar i s locatied in' spalce.

AL ltnhiherfraquencies, WuOO "H and above, precipitit ioni a 1sc

caaie scerious absorption. The twa-war a'.tcriuation , in d ; per mile , i

i-: mu -and is p lot ted in Fi g. i. 1;'a,:er attenua t ion is Seen to

fl,.,)-.sc rapidly "i; th incroasing frawjucncy. It is essential to

tii vfcOogncv 10. (<-band or lowcr. in order to aichieve an

inc. u iJ itClilcc~iPcSthe earth's Lonospnerc , whici. stits at an *

.11 flLIC of Ahou 5 - ko, WA- nug. Iib Acbsorpt ion cit froquoencies ,ihovc

oc IOn ':W rCt cit LcmiitiC'' of0 c' or hc,:;idred: of dcci heis ever1

at' t~u up" i or peio,- 'f c;itsdipocnd ing oilWd

W, t iw 'U-a Mrc aLc and til' tcicto,'c. ANii-. cttceiucu ica,

is C K (l .%o11shQ~t~ccnCecrKOS miioi zed an! neutral atom

'-I ti cme I'. below 10 1ii itiuocc M ~ .0a c,)1 'I Vr d

1o K1 1 '1' - c t- 1 i s1ce t 1 1 "11 ] o;11 o ic "i La<fl) Ysr Ioi 1(1111' j 'C11C. c

I is Ioi Cii noi >- ts~i iK :n l N i k oh " t ~ i receiver..11

I ''i ~ ' I i c i c t I L 11tci c 0i,i IC,

VL-;C L................ , o

ON% MWOt .. . . . .* ~ i ct 1 ~ ci iV. I KF .



Fog 2 3 g/mn3 (100 f I visibility) -
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Figure 1-14. Theoretical values of attenuation in rain and fog.

of noise at low frequcncict, inc lude atmospheric: noise (from 1lightning

storms) , matt-made noise produced b%- various elct ri ca 1 equi pment ,

solar noise, and radiation fromn discrete radio stars. All 01, these

tend to decrease with frequency. Atmiospvhcric no ji :;( I.~- of 1 itt 1e gn

f iCZ[C zinc !41- a'v J I nd ra d o , t :ir.: are- too .-.ea'k to) 11V I -cr iotis

1 ches , at t hc I oi cud of thu radair band duiIng periods Af solIa r out -

bursts where the rad iat ~on c;'mi ica d as ucl, z. -V 4dP 2ba'.'etc

normal vaitie . [hle se oait hurst s t hough not v er., t rCqtent "IIanI a -t

from P 111i nitC to hou r s.
5?2



1 ,000 " - . . . .. . . .. .. . --

~~axn, u.

100 p...

1 \

\ nmum

ce 115r no e acgrun te mpetre fvrose
iosthe rs a atc spahactic Centero:ol e V--

5W

re re tuenilly f ep n h

Figure 1-15. Background temperature vs. frequency.

Th atmosphere provides a generally favorable environment for propaga-
tion of radio waves at frequencies above 100 Nffiz. For many" applica-

tions the errors caused by atmospheric bending and path delay can either

be ignored or simply corrected. The rpopagation medium is divided

into two regimes which have distinctly different behavior. Refraction
errors in the troposphere are essentially frequency independent, while

ionospheric refraiction, which is caused by the 1,resence of free electrons,

scales as the inverse square of frequenc~y. The total angular atmospheric

refraction error at 200 M~z versus target altitude and elevation angle

is plotted in Fig. 1-l6.* lhe dashed portion of the curve represents

the ionosphieric contribution. The tropospheric errors can often be

corrected to within a few percent of their residual value with the aid

of local index of refraction measurements. The atmosphere will slso

cati:;e errors in measuring range and ralial velocity which can be of

* See Pt. V, Chapter I of Ref. 1..17.
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concern in some applications where high accuracy is required. (Curves

of range and velocity errors, and their dependenck on frequency will

be found in Chapter 1, Part V of Rcf. 1-17.)

Radar clutter, which consists of undesired radar returns which inter-I

fere with the desired target return, can arise from a wide variety of

sources including precipitation, ground reflections, sea reflections,

radar chaff, aurora, and even birds or large insects. In a nuclear

environment clutter can also arise from dust clouds and weapon-induccd

ionization. Clutter c..an often be much more of a constraint in thle

choice of radar design parameters than either external noise or propa-

gation effects. In some applications it is not unusuaL,11 fo' thle clutter

to exceed the signal by 30-50 dB or more.

in situations where the main hea'- of the radar lie.; adjacent to or is

pointed down! toward the ground or sea, clutter can be very large be-

cause of the large area of the clutter which is illuminated. Ground

and sea clutter is; characterized by a quantity co which is the cross

secti 11 per Unit area Of clutter illuminated. oo i_ re1:Iated to thle

terrain scattering coefficiecnt 'I- b the fOtla

where is thle qrazing angile (Ll c ecomplemenC~t Of theC incidenlce angle)

onl thle surface. Clutter behavior is usual ly characterized by plots of

.J. or ,- 'x. for v'arious terrains or sea states. An example of : ie

v-ar at ions uf .-0 With grazing aIII,c for va 'sterra in types is shlo~sn

in !:ig. 1-17. Thouh1 ,3 ]1;!." stronig depoudenicc oil terlrai i tvpv',it

depenidence onl frequency i s weak . Thle return w i ti hor izon tal polari -

zat ion is somewhait -oom it low -razillonges

Fig. I-I ,, prvdscreso aa el c i>,i r

iluenkjLcIC l-VH icr v Mi:ot; r-AteC- Jitt t ypes~ o f prec ip 1tit i ').n 'cas e

ti oct io. Iro:) rinI anld su~ill tile( Payvlei gl scait~erillg ri me e

taltjolt echloesicaes 'hie foirltl po %er ofil~ulmy
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In situations %-here tho clutter return is large and thle target cross

section is low, a high order of clutter reduction will be necessary

to -detect the target. The ability of a radar to see targets in Clutter

is sometimes referred to as sbc'? (SCVJ.* The two

principal tecCl_.;uqae1S for removing clutter are based onl its, spatial

and velocity bhiiaior. The 0onl) Clutter which compotes with a targzet

is that which is located in the samre resolition cell as the target

(to thle extent, at least, that sidelobes of the resolution coll can be

ign;orod) Since most clutter tends to b e distrihitcd over iwide areas,

signal -to-noise ratio can 1)c increased byincreasing radar resolution

in angle, range. Th.[le second tChniq~ue males use of thle velocity

difference between targets and clutter. For example, thec inhierent

doppler spread from ground Clutter nay be \'er. smnall compared to thle

dopplcr shiftt produced by a c losing air1craft. Th is typc Of clutter

rejection is termned %1"11 (Moving Target Indicat ion). '[he clout .e-. pru-

hi em is particularly severe for an airborne radar wh i ch mu.St look down

into tile clutter. When N111 is performed from an aircraft, it is terimed
IN1 I (A rueL M-11) . The advent of hi ghly'stable ficro a' comoet

anid advanced analog/digital si gnal processing mi~.permits C lUtter

reJe:ctioni well in excess of 4) dh to he achiiev'ed.

1 .8 SOM-E COMMIONLY USED RADAR ACRON'YI'S

AIV a irborne early w~arning

A:1TI airborne mmo\ ing target indi cation

V4amp lit Ld 2 modul11at ionr

automat ic gaini cantrol1

Cathode ray' tkihc

CONIl 0colic "en t usc il I a tor

CA AiR Constant famlse a alumm rlite

D'C f' i ii t IO 'i oi s or hi ; uji l i t., i th c I t c r~itu re are miot cons St C 1t ,Skl\0110 k detneV' SA iS lime ga in in si.miul -t-rte'rti ei f~
to-ci Ih usc te rI ra te. 1-.c- ii iji
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DPCA displaced phase center antenna

E RP effective radiated power

ECM electronic countermeasures

FFT fast Fourier transform

FM frequency modulation

GCA ground-control approach

ii interinediate frequlency

LO local oscillator

NITI moving target indication

plan position indicator

IPRF I)u 1 so repetition frcquency

PAM radar absorb'ng materials

RCS radar cross section

RADAR radio detection and rangLng

RF radio f requency

RF I radio f reqjucyC interference

STC sensitivity time control

Sol space objem~t identification

STiAI'0 stable osci I lator

TnV S L C1L Yrc h i S ) 1 t

tC rabC k tt'21r --si i a tI

M-4ME 01.1 I1
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CHAPTER 2

INFRARED OPTICAL SYSTEMS

2.1. INTRODUCTION

The itrtent, of this chapter is to provide information ,tkat will allow~ the

conceptualization and an~alysis of the capability of infrared optical s,,s-

t ems. To provide sufficient informration for the detailed design of optical

sys;tems is well beyond the scope of this artiLC, lind for that pur-

pose, reference should be made to publications such 2s References 2-1 anu'

2 In iew, of thc intent, eiiiphas is %0. 11 teid tow.ird definition of para-

meters ii, terms of system, characteristics.

1aveJ cngthis from abOLut I to 25 microns (:;. %%i I1I be of primary conccrri

The primary type of system vi i be pass .i e, alIth.ough the mean,; for- extend-

ingi ana lysis to laser systems will be 2ovcred . Hic general olements of an

optical senlsor wi] I ho discussed, then optical Earget cliaric erist i s, and

2..INRARED SYSTLMIELEMENTS

2...GENEkAL

All inifrikrcJ ;,V.Jlso1' SVtit j 1 z,,:- infrared i aijt joi to ;cto~ct , lotc;ttc ,

tr:ick iyr obtain si ni $, i1Ccrjtic intrmtion. 4_.cjl-Co O)f tjC.

;;ilatl Cton can 1)( Af 'I-; ss'n uh stc ca nfo: ,n V nu

o r ro ct j) !UWr.c , o r th1ercim I i I i , i o i ~;l~r. ) l ob , C t .Il c c

I t Ltd i;ttiiiatI racd ilt itr _ n i 1As Siiii binri 01- "1- by it CArT)
ye lCd sy1%e1 c Vtum ci rIlt SyliC1 :1 :1K !ciii,

\c opt ici I s;nsor kcucircs four l. 1. c I C 1 1 lt S a-, s:Cclii.,, a 1 11~f i 11

I i"C col 1 10k(il ) ' ' F* r I(f S I,' C c t jlii- rmciat i on Wct. Or
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DETECTOR .

FIL TER
ENCLOSURE BARREL LENS

REFRACTIVE OPTICS

ENCLOSURE BARREL

REFOCUSS ING
MIRROR

DETECTOR

SECONDARY

PRIMARY MIRROR
MIRROR

REFLECTIVE OPTICS

Ficjre 2-1. Characteristic optical systems.
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.D

more detector elements for constraining the field of view and converting the

light to an electrical signal; various enclosures, tubes and baffles for

rejecting unwanted radiation; and some means for restricting tne band of

wavelengths which result in output signals. In addition, there are auxil-

iarv elemerts such as a means for converting the output to an easily ampli-

fied ac sigial (physically scanning the field of view across the target

or chopping th.e light beam are typical techniques), amplifiers and signal

pr-cessors, cooling for the detectors and optical elements, a gimbal and

control system for pointing the equipment, and possibly shielding if it

is to be used in a radiation (nuclear) environment.

2.2.2. COLLECTOR

The infrard radiation collection function may be performed by lenses,

;irrors or combinations of both. Correction plates may be used to com-

pensate for various aberrations. For collectors larger than about 6

inches diameter and for infrared of wavelengths longer than a few microns,

mirrors are used almost exclusively.

The primary decriptors of the collector are the entrance aperture or

pupil area A the effective focal length of the system f and the optical

efficicncy ;>0. The aperture -s normally specified by its area in square

centimeters or its diameter (in centimeters). So long as he target

beipg viewed is small compared to the resolution of the 'vstem, the spectral
!

power p. collected i. the product of the incident spectral radiant power or

irddiance II (watts cm- 2 
0 1) and the aperture area. -

P = :\ H (2-1) ;', p A

Often the optical colleccting pocr of a ;Nste::i is expressed in terms of an

f- StoD numl1- f/ ': Which is the ratio of the focal length to aperture

d iametcr. Tis is UsCful when dealing with sources more extensive than
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the resolution of the sensor. Such a source produces a flux at the sensor

aperture expressed as an irradiance per solid angle Cwatts stcradian'lcm-i

which for writing simplicity is often referred to as a flick or fl). The

convenience of this representation is that, in the absence of attenuaticn,

the irradiance per solid angle due to the extended source is invariant along

a ray' and is equal to the source spectral radiance N> This constancy of

radiance (irradiance per solid an~,le) is maintained throughout the focusing

process-thc irradiance per solid angl:, at the detector equals the source

radiance.

The detector element is illuninat-_- over a solid angle of convergence de-

ternined bv the 5olid angle the pupil suhter.Js as viewcd from the detector.

If the angle is small enough that '-he cone angle can be approximated by its

tanigent, the solid angle of illumination is

9, A /f2 = 1-/(2 f*/f) 2, 22j1

and thle Irradiance at the detector is the product N, Q .Conse(IQuetly'. for

an extended source, thle spectral po%,cr collected by a detector el('mCllt Of

;Area Ad is

A. A \/f-

All of th' energy that enters thc. pupil does net reach thz detector. Thorec

are losses du.w to mirrors %,.ith loess than unTity reCflectance, louISCS o3r 1i r rS

harving abhsorpt ion or part ial rcfIcc t i on and oh)St ruIctioTlS' in the(_ opt ,-I

path . Ohs truc t jons can beL second;ir mVftirro0rs and t heir si tpport S (-; 50 a I,

.spiders) or il,affies desi gued toc itip-rove the rc ic~tiorl of )1t-:t.\ Il

s igtaIs . IhoQ %\;trionSls can1 be Combtll od into il tint'] ette-t . upt i-

t rtnsni s in ef c '-ury ~ lo got the tine mtitgnitude of optic peaI 'ki~r

incident on t' detec:tmt. the- spectral powers o1 !quat tons (_.-1) an .ithI

mu11st he red(Iced hY this efcinr soi~ltc- is hil effic iency ;,h o
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w-,ith the f stop number to give an effective f number, which is an ov'erall

measure of its light collecting capability

(f/i' (f/#/V?~(2-4)

In summary, the spectral power incident on the detector is:

Point Source

P EcoAf; (21o

Extended Source

P F-N A p A d lf (2-5b)

2. 12

Another property of the light collcction system of potential significance is

self emission from optical elements that arc not 100'2 efficient. A primary

concern for reflective optics 5)ysteits is thermal emiss ion from the primary

and secondary mirror,; whiich neccssarily fill thle whol e optical beam and,

hence, illuminate thle detector over anl angle §,' . It* the radiiane of a black.-
body, the P'lanck function (see Sc:ction 2.3.2.1), is reQpresented by 11(1,-

and the emissanice (thle raitio of' actual -to-blackhody radiance) is expressed

in terms of thle mirror reflectance as I ~~,the mni rror spectralI rail ianco( is

))( l-';) where TI is the tempera ture of the mirror. 'fle spectr il

powcr on a detector elemnt is

Where ea~ch ref'lect i,.e clemenit ill tile field of view nakes; L cont ribiut ion of

similar fotmi and c. is the optiC 1C1 ff'i, if1Cocy b)CtWCen theC r;]Idiat ing ce-

mient and tho' .ie~ector. Inll nr JVOI l 'met ,r coiADU e1- OId snfcjmtIytha't

tho i C cont ri bution Jotus not s ionii fi cajnt lv erac svstem operAtion.



Transmissive optical elements radiate because they have some emissance.

For those elements, Equation (2-6) is simplNy modified by thle replacasmelt

of (1- by the emissance c

The collector may also control system resolution. For a transparent cir-

cular aperture, diffraction results in the image of a point source being

a central disc surrounded by rings, the so called Airy, disc. For the tar-

get signal to correspond to the power given by Equation (-) the :na

fraction of the energy in the Airy disc must fall on a s-ingle detector

clement. Furthermore, if two targets are to be resolved, their Airy' discsI

must not overlap too much. Thle classical Rayleigh resolution criterionl

is that thle central point of one Air\- disc must be d6 splaced Lit least is1

far as the first null in another. A\ll this discus-sioni assumies that opt ical

system aberrat ions are nv 4 liglble. The study ;ind e1 imi nationi of aberra- i

tions is an op~tical element design problem. and those who aire interested in

dcsign shoul.1d refer to hooks suich as, References .-1 a;d -2

For a circu.lar apertri, thle 1 i s i Jffraction null ri ng is displaced an

angle

1.22 ,J.

Thu1Ls, al 10 cm diameter apertuire -,ystein operating it I0 ( con Id0 resolve

122 mrad. Fuirthermore, 8-l% of thle energy- is contai ned in a circle with. a

radii.is corresponding to the angle ,': which Is aInsia rad, is 'f

Six pcrcnt is; diffraicted morc thain 53 timecs

evc n t IeC SmaI) I anIIOnI t of On,- rgv- d i 1frc i.,ted t o I airg e ;ing I es mna be i iit ..co:': I cra-vdifc n ms C~

abl e . H owever , it Can1 he ILurther slippres,;oI at thle eXIenSC 01' b1cnideni i g

thle cen1tral di SC. The i tuait ion i s i dent ical to sideI lobe s;upprcs s ion in
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radars. Partial absorption of energy around the outer edge of the aperture

so the "edge" is not sharp can provide the necessary tapered feed.

2.2.3. DETECTORS

A detector is simply a transducer for converting an optical signal into an

electrical one. Over the total optical band many different ty-pe devices

are used; however, at wavelengths greater than a micron, primary concern is

with semiconductor diodes which are either photovoltaic or photoconductive.

From an overall system standpoint, all detectors can be described in simi-

lar terms. Consequently, although the discussion here will be limited to

semiconductor detectors, equivalent performance descriptors can be obtaincd

for other detector-s , and the system evaluation criteria to be developed

used for hose other deLectors as well.

Some of the parametcr- characterizing a detector are important for defining

overall systems operating capability; some are important primarily for de-

sign details (such as impedance match with following amplifier circuats).

Primary system important parameters are the effective area Ad(cm2) and

D* (a measure of detectivity discussed below). Many optical systems

utilize a matrix of small detector elements or a linear array of elements

Al the focal plan to subdivide the total field of view into resolvable

elements. For such systems, the detcctor element area defines the instan-

tancous single detector field of view d

"2 
(2-8

-III sOme of the following discussions the linear dimensions are required

scparately. [he detector width in the direction of a scan will be .ailed
a and its leigth perpendicular to this will he called b. The corres-
ponding angular dimensions in terlis of field of view are thc ratio of the

phys icil dimension to tlie focal len gth. Call these .-t and
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It is this solid angle that must be comparable to or larger than the region

of the Airy disc containing most of the optical power in order that the

analysis being developed here is applicable without inclusion of a degrada-

tion factor due to loss of optical power.

Detectors are not noise free. Lven in the limit of theoretically perfect

detectors, the number of photons and conduction pairs are subject to statis-

tical fluctuations and hence, produce noise. Measures of the noise are

expressed in terms of the incident optical signal power necessary to produce

a detector output equal to the rms noise. The referenced optical power can

be monochromatic, in which case the descriptive parameter- are called spec-

tral and subscripted ,, or can he black body, in which case the parameters

are called black body and subscripted BB. To have meaning, the reference

wavelength or black body temperature must be specified. For detailed sys-

tem evaluation, the descriptive parameters should be averaged over the

optical band pass.

In the follow, ing development of useful relationshins, the descr-iptive para-

meters will not he subscripted, and, depending upon whether a system is to

be used in a monochromatic, blackbody or fixed band, the parameter should

be interpreted as spectral, blackbody or effective.

The noise-equivalent-power NIP (watt) is the incident optical power ncc-

essary to produce a signal equal to the rms noise. Unfortunately, the NEP

depends upon the optical chopping frequency (if the signal is chopped to

produce .n ac output), upon the clectritail handwidth and upon the detector-

area. Because workers in the field like large numbers to indicate a va l ablc

device, the detectivity 1? is often used instead of the noise equivalent-

power.

I) - 1/NH' (w¢att - ) (
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Because the detectivity still depends upon the auxiliary parameters of

electrical banidwi.-dth Lf and detector area, a normalized dctectivity

parameter D* is usually used. The hope is that this is primarily a

property of the detector material becauise, for a flat noise spectrum,

the equiVillent Optical noise power varies as v7 and, if the nloise

is generated by the statistical variation of events inl the detc:tor element,

it is also proportional to 1,17.

Thus

D vA f D (Cm -":c wat t) (2-l0) i
*d'

and

NEP T V -Lf /D*. N211

It ican be seen that the minimum detectable optical signal, which is a few

times the noi se power, becomes smallIer as the detector and bandwidth he-

come smaller, if D* is an intrinsic property of the detector material.

A ,1a-mcter primiari Iv uf theorcti Cal interest i - thc respons ivi tv quanilt urn

efficiency 1ZQL 1,0i1Ch1 is the ratio Of the n11,111er1 of countable output

events to the nitc;ber of incident photons. This depends upon losses due

to re f-I C t ions at the LteC:tor Suif-itcc inicorn;) etc ah-sorpt ion of the radi -

at ion in thc dct ect or and absorpt ionI events Wll i ch do not resu I t i n nod i i -

,at ions of the electrical properties Of the detector. 'rie RQI i s used

il do] i % i 0);k theoret ic- 1 I 101j ts n01 t lie cict(:C t C0 I 00 i sC Jlscrii Ittors

For the dotec:tors consideredl here, theo i I'llpor1-:1 lt mloi se oiJces rr -iohilsoo

1)j,' , JIVJLdi11ltl l (0on '/ fl., jiloi iO c e'a ~ l or IL-i( F . ,;t John1-

s~n 10 >1 IS 61.10 *,0 tilL' ind; Ijil(,t o i o f ' ch,'. 'IC C it-jLrs illr

lid LI,1. I ! '.d1 III 2 'L il itdUCdL %,! I ' U, 11MU LlY IC !' '

cl su ss ed Iiie - an Outpil im] ittide t! .t vajrics Ii N0VI.ith 011ti-:]

1)ooe . Ielicc', tile( opt ll noise Ui~o.C) v ,iric.- With .. f.
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elements. If the parallel impedance of the detector and the following

amplifier is Z and the detector and amplifier input are at a common

temperature T dR the noise voltage at the detector output is

V0  (4kT~ Z f)' (l'

The detector resporisivity. R ,which depends upon detection efficiency and

carrier lifetime, is defined as the ratio of the o'itput voltage (for photo-

voltaic detectors) or output Current (for photoconducti,.-e detectors) to the

incident optical power referred to ail infinite or zero loA, rseiie

V out l outR o or (-
P n P in

For optimum operation of a detector in a photovoltaic mode, the detector

load resistanc.e should he large compared to the dete~tor internal re;i:,tai c.

Thus, the impedance is the detector irpedanco inJ the Johnsonnzs

limited EP is

D =R / -1-4

If, as is usuial ly the case, the photr-vol1ta ic responii vi ty jsiivrsI\

portional to the detector area (tihat is, the rat io betweOen i riad i ance and

output voltage is independent of detector airea, 1) for a rlhotov-Oltaic

detector is necarly i ndependent of deItector* area as was de-;irvd in defini ng i

Inl contras-t, detector., operated at ext remelIy I ot t "2mperat Ill-, -, to ccc

Iarge dctect ivity tend to ha-ve very 1large internal impedainces and operate

2 n the photoconduct ive mode. In thiS :ZSC ca' 1spjprOXj1;1iatelV t!hC loald

impodanre Z and

1',



-w -

! j D*

For photoconductive operation, R is independent of detector area, and D

becomes proportional to the square root of detector area. Thus, for this

mode, detector elements cannot be made ever smaller withou, degrading
*

Generation-recombinatio, ioise is statistical fluctuations in the generation

and recombination of carriers in semiconductors. Part of the current is due
to thermal excitation of carriers into conductor bands. This is a property

of the material and is strongly temper:atare dcpendt.it If it is suppressed

by cooling, the remaining G-R noise is due to current produced by back-

ground photons. In that case, the noise is usually referred to as back-

ground or photon noise and the resulting D* as DbL4

if the irradiance IL due to the background in the optical bandpass (Sec-

tion 2.2.-t) is duc to phiotons of mean energy hv, the variance in the

number of detected events is

%Ad (RQE)
2 "- ,, ( (2-16)

and the noise level (in terms of countable exents) is the square root of

this. In these same terms, the output due to a signal input P is

S = P (RQE)/2 If hv. (2-17)

It follows from the definition of NIP that

(NI!P) ~1 Rq ) bAd  (RQE) . - )

2.'.f h -, 2.f v,'

(2-19

1)1 2 h I I
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if the detector enclosure is sufficiently cold that the significant back-

ground is that entering the collector aperture and the detector observes

a background of radiance N )the irradiance is

Hb b p 2-O

and _______

blip \2 hvEc N b :) (21

(RQE) ef1f)

-T ohN (-22%

It can be seen that the larger (f/a) the greater D b pfor a given

background. It is also interesting to note that the only significant

property of the detector is the relative quantum efficiency.

The value of 1) blip given by Equation 1(2-22) is strictly 2 )~ia~Cto

phtootac eecor. Photocorductive detectors arc sensitive to the

p)opulation of carriers in the --onduction hand. TIhis fluctuates due ILL

varit~ons in recomb~ination As well as in genaration of calrriers. Con 5e0-

quently, the variance in E~quation (2-lo) 's doubltled alid 0 is I es, tin

gi celi inl Lcuat ionl b22)lv the talctor I,~

Photevol taic detectois are also stitij oct to shot noise due to th2 di sc oet -

ness of' the e lectronic ch-irge inl t!!e current flowing through the dctte: or.

The0 n)ise !t thle output Of thle dJetector is st~it' stica] luiWt 2 i

miiuber of ci oct rois II o'tii 1i, inl ai 10201 id tLi:ie ciemlelil.

shot !0(I.-.

%%uere q is the eec roilic cha~rgoi id I js* h,., c ,ov [nit



Modulation, or 1/f noise is poorly understood. It is observed in some

detectors ,s an output voltage of magnitude

V VR I c(4if)112(3nf (2-24)DC A d, I

where d is the detector thickness, C is an empirical constant and n is

an empirical exponent which typically lies between 0.8 and 2.

Another detector parameter, which may affect system operation parameters,

is the detector time constant. Several definitions used lead to slightly

different values. One T is the time constant to respond to a step func-~p
tion change in i rradi,: ce-specifici:i11,', the time to achieve 63% of the

steadystate o. The importance of the time constant is that if the

time a detector looks at o target is loss than Tp, sensitivity is sacri-

ficed and resolution of dim target-, near bright ones is compromised.

The time constant can depend upon detector temperature and background

radiance. Consequently, it must be known for the design operating para-

meters. Sensitive detectors operating at very low temperatures have high

resistivity and small total current. Consequently, the apparent time

constant may be dominated by the electronic circuits (specifically the

distributed capacitance) attached to the detector output, and specifica-

tion of the measurement system is necessary to correctly interpret a

measured T
p

Other parameters important to hardware designers are the detector impedance

Z, supply voltages or current!, spacings of elements in arrays and cross

talk, variations in responsivity between elements and at different points

on a single element, and operating temperature. Current manufacturing

techniques can produce elements smaller than 10 - 2 cm in linear dimension

ard spacing. On the other extreme, some can be constructed with areas of

several square centimeters. Typically, the responsivitv of different places
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on a single element will vary by at least 30% to 50% and in some cases by

factors of 10. Consequently, for precision measurements, it is desirable

to hove the image of a target cover much of a detector element, to average

r§§pon§lVity vrliati lng,

The D of a detector cannot be less than the Dblip corresponding to the

radiance of a black body at the temperature of the detectoy. Therefore,

for high sensitivity applications, detectors will be cooled. Depending

upon the application, the necessary cooling may be slight, or cryogenic

cooling to liquid helium temperature may be necessary. For convenience,

many detectors are fabricated directly on heat sinks designed for use with

cryogenic systems. In this case, the preamplifiers may also be integral

with the detectors so that the Johnson noise temperature is the cryostat

temperature.

2.2.4. FILTERS

Optical filters help define the mean operating wavelength > (microns or JU)

and optical bandwidth AX (1j). Normally, semiconductor detectors require

a minimum photon energy to raise a carrier to a conduction band, but any

one photon can raise only one carrier. This results in a responsivity

that falls rapidly for wavelengths larger than some cutoff wavelcngth,

and maximum D occurs for wavelengths just slightly shorter than the

cutoff. Consequently, a filter may be used to limit the short wavelength

cutoff of the opticail band pass ,nd the 'etector characteristic used to

determine the long wavelength cutoff. In other applications, the filter

may determine both liits.

Phe optical power incidenz on the detector is Jus t that portion of the

spectral pc., er within the band piss, = P , Iters are typically

interference filters deposited oii substrates of glassy-like substances or

pure germanium or silicon. With interference filters, the h'ri., center

8 0



and bandpass can be arbitrarily chosen. Furthermore, unwanted signals are

reflected out of the system or to regions where they can be absorbed with-

out unduly loading the detector cooling system.

Most filter substrates useful for wavelengths longer than a few microns are

not perfectly transmissive but are also slightly absorptive. It follows

that they are also slightly emissive and, because they fill the detector

field-of-view, must be cooled to avoid contributing to the "background"

radiation. They may have to be in the detector cryostat. This situation

accentuates the necessity for rejecting unwanted radiation by reflection

rather than by absorption, which would increase the cryogenic load. In

infrared optical system evaluation, the contribution of filters to the

background must be considered.

2.2.5. BARREL AND BAFFLES

TIhe optical elements of a sensor are normally supported in a barrel or tube

which is the main structural element. In addition to its structural role.,

the barrel and adjuncts provide rejection of off-axis radiation. For

instance, the barrel may shield the primary mirror from direct illumina-

tiom b the sun for scattering of such a bright source by slight surface

i.mperfections could seriously degrade system sensitivity. A potential

application requiring very good off-field rejection is observation of

space traffic from a satellite platform such that the earth is near the

ii,-of-sig ht of the optical system. The required attenuation of earth

'A ,111 1 11 11111 1' o,'der. ofi ilwjll I I ude jillt il ofw dqlref'e oiw ido the

.. t Ncm I~ed-of-view,

Baff lin I-N t pica ly includes coatiig the barrel interior with very absorptive

material to siipprcss reflections and scattcring, lininig tie t:he with sharp

edged rings sn that light scattered anywhere but at the ri,, edge car. not

imp i ,o: the prialry mirror, ,aperture stops to prevent radiation



diffracted by baffle edges or mirror supports from reaching the detectors,

etc, A good troatment of this problem is g~von in Reference 2-3.

A problem associated with baffling is scattering from the main optical

elements. If the bistatic reflectance of mirrors his a significant vnlue

at angles other than specular (angle of incidence equal to angle of reflec-

tion), radiation from outside the field of view can be scattered into the

field-of-view with no chance of further rejection.

Another precaution used in sensitive systems to minimize the effect of

scattering from the mirrors is cooling the tube and baffle sys';em to reduce

off-axis radiation from the local environment.

2.2.6 ENCLOSURE

The enclosure is the material that immediately surrounds the detector ele-

ments. Ideally, it fills all the solid angle around the detector except

the converging cone of radiation from the optical elements. Consequently,

it subtends nearly 47r steradians. To avoid enclosure radiation limiting

the sensitivity by background photon noise, the erclosure may need cooling.

If the detectors are sensitive only at a few microns, a 300 0K enclosure will

radi.:ite little in their acceptance band and cooling will prob.ably be un-

nece ,5:r . On the otier itiiid , .1 f ie detoctor.t; itc .ui: I ti e ita I J'I'.

';Sponld to thc peak of a 300"K black body spectrum; conreiiti,;ntly, ,:,tW hILI'-

a )1C c lusuec co 0 1 r, .1 '4 IlC SQ9§t y asV)I t1o II .I It l i 11ll I1., iIIvl IN, . l!,k

vnclosire temperature will be called T A radiance can be nbtained fore

T lw data given i the target section i'd :urc -- aa: used
C

i n " . 1t to1o obta in a I) by repiacing " b'. .Sebc pT

viLen i f tihe enclos.irc en' ssi ity is low, r,,diation in The c t:"

that of a hiack body at the enclosure t emip.terture :,eczusc the entrance cone

t small ':act i .lo tf a sphere. Radiat ioa ..aitte v -

,-'-



reflected and traverses the cavity many times before it is either re-

absorbed or escapes through the cavity entrance. A near equilibrium is

established between wall emission and absorption. At equilibrium, the

cavity radiation would be exactly the black body radiation at the enclo-

sure wall temperature. Consequently, for the enclosure, little error is

produced by using an emissivity of unity.

These factors combin-o to give an enclosure limited detectivity of

D ~RQE (-5
Dene ' 2 hv 1p(T e, ) A),(41-rr ) 2-5

where A.X is the band over which the detectors are sensitive.

2.2.7 SCANNING SYSTEMS

Optical systems of the type discussed generally do not stare in a fixed

direction but rather, scan a region. There are several reasons. The field-

of-view to be monitored may exceed the instantaneous field-of-view of th2

detector or detectors, or the number of targets may exceed the numbel~r of

detector elements. Location of a target against a background is cased if

the scene is scanned. The target which appears as an increment super-

posed on the bf-ackgrouind can be identified by appropriate filtering -nd

t hre sho.,Ii ng. Fuirthermnore, locational precision canl be finer thain det ector

ciomrelnt Si~if thle targe.-t is sca-nned and the sig-.al-to-nloise raitio is

Luwlsdsi ,n.a that can be amplified I-\ Mc couipled eloctronic-S.

>.':n~canhe ogenc-;Itod lby 01Qig h imaoe of thle sZceno acrnss t1", I1c t,,\r

* \ -I rctilir scanr can he v-enerated W hv r.-Iluding in tile ~ u

p ~ calci C~act-nr Ion-; or mirl-or. If thecl eet

* ctd Th 1 ':X"- thait i'- iTclined to thC opt icaI ixi s- if'

siloat110 to tilet.



Raster scans can be generated by rotating the optical system on a gimbal

system, including an oscillating mirror in the optical system or super-

posing two equal circular scans rotating in opposite directions.

Raster scans are used for search and acquisition or tracking several targets

simultaneously. They may also be used with two detectors in a chevron for

terminal tracking. Circular scans or rosettes composed of the superposition1

of circular scans of different angular extent are used for individual target

tracking or homing systems.

The scan determines the time a target image remains on a detector, the

dwell time Td. This is normally defined as the time required for a per-

fectly focussed point to traverse the detector, or, alternatively, the

time the detector output exceeds 50% of the peak value. The dwell time.

in conjunction with the electronic amplifying and data processing para-

meters, contributes to determining the signal-to-noise ratio, target reso-

lution, locational precision and precision in target irradiance estimation.

Tho maximum possible precision in the estimation of target produced irradi-

ancc is limited by statistical fluctuations in the nuimber of dctccted

hr n thr' . oF io. n - otrces (ite.i the(q o5 l,)J - tc--flo ' ,r, t

equals the number of detected photons. Th-, standard deviation is

/ i REQ 112
= d (2-26)

°s \ hv/

whi.h in terms of a fractional prucision, is

112fivh/P' RIO) 12-27)

The h ul1 timc I di:'ectlv I' I ' Jte to th. scan rate -.

,4



Td = ct/& = a/fc&. (2-28)

Alternate scanning techniques are "staring" fields of view and coded recticles.

In a staring field, the number of detector elements equals the number of

resolution cells, and the scan is produced by the way the data is read from

these detectors. A tyl)ical example is a television type tube in which data

is accumulated on a matrix and periodically read by electron beams. Other

configurations for data accumulation and switched readout can be conceived.

For such a system, the effective dwell time is the time over which signal

photons are accumulated and integrated, and it can be as long as the period

between readout times.

A coded reticle system moves a variable transmission reticle across the

focal plane in front of one or more extended detectors. The transmission

pattern on the reticle is such that the modulation of a signal depends upon

its location in the focal plane. Processing the detected output identifies

and locates the targets. Normally, processing involves the cross correlation

of the received signal with the coding sequence for each point on the focal

plane. One of the conceptually simplest arrangements is a rotating circular

disc divided into annular rings, each of which contains a different sequence

of transparent and opaque regions (corresponding to 1 and 0 in the coding

sequence). Cross correlation with the coding sequence is obtained by

propagating the detected signal down a delay line tapped at intervals equal

to tho time for one of the coding bits to pazs a target and connecting the

output from each tap to a series of summing matrices-one for each annulus.

The inputs to a summing matrix are taken positive or negative according to

the cod.ing sequence for that annulus. A pulse at a matrix output indicates

a targct in the corrosponding annulus, and its timing indicates the angular

position within that annulus.

For a coded reticle scanning system, the dwell time is that for the complete

code sequcnce to traverse a target location, the optical efficiency" is
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reduced by the fraction of the reticle that is transparent, the detector

area is increased to the total area interconnected and the electrical

bandwidth is matched to the time for a single element of the code to

traverse a spot (rather than to the dwell time).

2.2.8. AMPLIFIERS

The range of possibilities for amplifiers is limited only by the electronic

designers ingenuity. Depending upon the impedance of the detector, the

amplifier may be either a current or voltage amplifier. Often, for sensi-

tive systems that require cold detectors, the first amplifier stage is

integral with the detectors and, hence, is cold. Most optical systems are

designed so that the amplifiers can be ac coupled; optical choppers are

used with non-scanning systems.

Various parameters may be used to characterize amplifiers. One of the most

generally used parameters is the bandwidth Af. This determines the amount

of system amplified noise as given by Equation (2-11). The upper and

lower cutoff frequencies may be specified separately or, alternatively,

a center frequency may be given. The latter is most common for chopped

systems because it is matched to the chopping frequency.

The bandpass shape can affect signal-to-noise ratio some, so the concept

of gross bandwidth is useful for crude estimation of sys tem performance,

but is inadeq,-ace for final, detailed effectiveness evaluation.

2.2.9 SIGNAL PROCESSING

"he ampli fi er i tsuailly an integra;l part of the signai processor. In as

:mica :1 opticail s Is satisfy v'a- ous funct ions, the relationship between
,'VL~cr i. l sdpass . IiJ "!p .h c :i:)dl dw, I! time 're no , fixod. lor i;lstance.

'i tr,, function istr:kin, the handpa:;s may be chos2n sufficiently ide

.. ., :let: i- "f the onricni S2:ie wh:n, ; wereas, it thi funcLio



is detection of faint objects, a narrower band may bc chosen to optimize

the signal-to-system noise ratio.

If the noise power is uniformly distributed in frequency, the maximum signal-

to-noise ratio is obtained if the amplifier band pass is the same shape as

the spectrum of the expected signal. Stated another way, for a flat noise

spectrum, maximum signal-to-noise ratio is obtained by cross correlation of

the detected signal with the expected noise-free signal envelope.

As examples, consider two alternative pulse shapes: a rectangular pulse

(such as is produced if the Airy disk is small compared to a detector) and

a single cycle of a cosine on a pedestal.

Form 1 f(t) = s 0 < t < Td (2-29)

Form 2 f(t) = .5s (1 + cosTr t/Td) - Td < t < Td (2-30)

Figure 2-2 shows these wave forms (free of noise) beforc 7rid after proces-

sing by optimum cross correlators and simple exponentials (in time), which

are 6 dbioctnvc high-frcquency rolloff filters. These filter outputs are:

Form 1- cross correlator

F" ' ) J r(t) d(2- 1 )

t'- d

Form 2 -cross correlator
t?

(t' f f(t)[l + cos Tr(t'-t+Td)/Td)1 dt
2 t'-2T d

1xponentia 1
ti

Fit') = '-t f(t) exp[-(t'-t)/T] dt

_00

se bndwi dth ' f of tihnse three filters are i ,2 1

resi , c t \> . 7
_7
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'Fhe filter gain has been1 modified in generating the data of Figure 2-2 to

keep the noise constant. This requires an additional gain factor inversely

proportional to the square root of the bandwidth.

Figure 2-2. sliows that the peak amplitude is greatest for the cross correla-

tors and is a function of the ratio of the pulse duration to the exponential

roll-off time constant. Also, the shorter time cons~tants load to narrower

outpuLt pulses, and, hence, probably better tracking precision (if systema

noise is net excessive).

Figure 2-3 shows the peak amplitude-to-mean noise ratio as a function of the

c-xprential filter time conistant. The data are normnalized so the cross

correlated output of a rectangular pulse is unit)-. That pulse and signal

:Jrccs.r cow~binrtion uises full\' all photons; cunsequent ly. thle output

sikjial-to-ucieso rat-io equals the ratio of target power Lit the detector to

'Fr) -,l am') i ude factor gi.veni in Fi gure 2-3 can be interprctc.J ais an11

S .4

'Jjnal-to-nii. riiOT Fo' prcPs,



electrical effici ency. c that reduces the effective power below thee
actual input at the detector (Equatiofls 2-S and 2-2S).

Figure 2-2 shows that the maximumn efficiency for a cosine w-.ave is 871. The

use of an exponential filter drops the efficiency aboLIt 10' if /T d i

0.8 (the point of minimum lossj or about 18% if TITrd is 0.4 (as might be

better for tracking purposes). Thus, the penalty is small for uis-ing a1

simple exponential weighting 'which is Just a resistor-capacitor high

frequency roll-off circuit) instead Of ulsing H1n optimum Cross correlator.

If the system objective is target power measurement precision, statis;tical

variations in the number of detected signal phot.ans mnay be more sigvificant

than system noise. A somewhat different efficiency pertains to this process
because the iariance of the signal involves a convolu.tion of zhe signal with

the square of the filtt-r function. Again the square wave, cro- s-c:orrelatioi,

is 10C, efficient. Relative to that, in tile limit of negligible system.

noise, thle signal variance is greater by vioF,' 3 or S% for the cosine wave

cross coirelator; 6% for the sq1uare wzive, /T 0.8 Caise;- and 21% for thle

for the - vqIaxewe, -.IT d ICase.

2.2.10. RADIATION EFFECT)

lUntortu iately, manv 'Qikicolldklcior jil'rrd dvtCctol. ;1ro ; I -O \ ver eC-Tici r

charced nirt ic ] dctcctors . [hsi f they.N a *c exipescd to hbt a i\ OI~ -

troils fromn neairhy Ti :t:-(ii Act ivated I:.::t CriaI * or'.. -)1. b(t. r c -c, h

L-a I inc 1 c U L oa ' , s , t -?;cj 'L h t , ;.- -

1:1 ci I . i kvi li I .4. 1 1i [,,,t Il: I r. \itr-

,i~~~~~~~jt ~ ~ UkM 1 11 k. j I 1lt~l I 1



mu[Lch1 mate cr ia I Thi s Shfield shoUld he' low atomic number3 ;uIarctal suich as

al1umin'um, carbon, organic plastics or beryllium to inlimize the hi-en.s-

strablung conversion efficiency.

.-'tteruLation o--f fission debris; eamina rayvs bey a fucto:tr of' 10 requires abotj

50e'"Cmt of shicla". If tile aeetrany associated cool-,ing(- sytm ed

pr Qa;m11 1 ;fiers need a S 11 ciiii vamter cwavit) ins ide the iL shid and the siild
is cC-r t  1 dei i.ei ;g ht ,,il 1 bc 30 j if i t is eadJ. 1!iundr!ed-f o I(

sh icld' iirpl e-s at least a IN0 lb shield. C;o:,J shielding rcquircs. a

foi I_; c opt, i IISvst oni so thIIat 5!cidii I c~n t., rlro-r canI

Ulohan' dit-i a.t ;pdtb to th( li dtectorls.

tjCt\ i I -" ir tra I. S o 1. 11 1i b io 1! c jrc i ic1i ~d OnI , t rnfS c

he ' 0 tOt'1 (11t oi I' )Ii Ia-' und cer decllM pnee-:t . o h usc

01 sa.t LChIly11LIC> r'ek.i i iCs t'i t 'C cm ricJ I u-,d tc u o 'I, itIn

c irecil s: !Ii t 1:'0 -h.2 :'read-;c than the III Iat SleCt ru;e. C c

tjt I hI
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vhere the total noise due to 1), has been taken as the root-meian-S41uaire Of

the intrinsic svste1 noise and backg-iound rio i 52. Al thouol !t ion

is more complex than Equation

ten requiremzents in later sect ions.

2.3. TARGETS

2.3.1 . GENERAL

ln fra red opt ica s,.1~st c:;is irC dc-58.,l)Ck ',0~r' ~ijt t :'s

-a',cci fic :'izIratcristics of am areCus'fc~lmn~r tl-mznr

act el Of nio0 t Si gna t~lr-S i- ha SIC . '11W S,)m rCC 01 nC 1', ra re i t

fl iS Into t~lree oejnci1 las: thtro1. \ :,I. ;a ~n1

r-ai~iiaticimi iD~\ N, t roll t h Still, !mc cea mth i m t t . h-i..........

1 lizi it o I-. I xc V]t t 1" tl'i 12 11ei.1 , L I !' ! J~ a A; ,..;;,~ 1 ~ a I

2. 3. THERMAL EMISSIVE TARGETS
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If the material is sufficiently thick to be opaque, transmittance is zero
and

: + P = 1. (2-37)

For in opaque surface, it can also be shown (2-1) that the absorptance and

emissance are equal

,-- , (2- 38)

where emissance is the ratio of power emitted to that emitted by a black

body, This relationship holds either for total hemispherical"ly integrated

quantities or any particular angle relative to the surface normal.

2.3.2.1. Greybody Radiation

A surface radiates by virtuC of its temperature, 'file spectral radiance

normal to the surface is I
N / , 1  s/(eC;' -. (2-39)

theiLc ct' is the spectral emissance, c1 = 2cGh and cp = ch/k. c isI
the v'vlo-'ity" oi Ii ght , Ii is P'lanck's constant and k i s iRolIt Z fannI II

coll:;1 ant . F'igLrC 2-4 is :1 norr, li cod curve of blacllbody Byi Oion iy

ju:ing the scaling given in the figure, the spectrail radiance io1ml'lilf to a

black slrf:cC Call he ohtained for n11Y tcmper:attre ind wavelength. 'li.i iS

li;is beel used to generate the :I;crtra] irradiaince at a sensor at various

7:ingcs trot a Sqilarc meter of surfacel etittilll' at 300 0 K IFi,e 2-3). If

(h.- sLt'i'ce is other than .300" , the i madiance must be miltltiplied hy

tie la' cturs giVen in Figure 2-0.

'fle t' uLlperottIre ol i tiirgt Jepo ods tpon lltinly 1-;actors, 10. iilose iv ing siowly

in the at moSphCrC tend to 'ido!t the 1tiil'int ;lir telmpl~eratture ;  those flvin

.Suprsrilpt itt pitreuthlesis denlote ref e'te~t'its I
A ° A -ft . . ... ~ -fl ....l...',~f " "- ''W ' -- - -W mv --A - -
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fast exhibit ram air heating. Solar illum11ination of a grey hody i n-

dependent of X) in space results in a temperature near 3000 K; carthshinle

illumination of a grey body nearby results in a temperature near 2000 K.

Reentry heating of objects from space may raise the surface temperature

to several thousand degrces.

2.3.2.2 Emissance and Reflectance

Material erissivities nary widely so that for detailed COMI)utatiOns. Of

signal intensity and spectral content , data for specific surface- s

needed. Much data is now available because thermal1 rad iat ion bal]arce

controls spacecraft temperature. In generalI, c lean met a surfaves. have,

emi ssanccs of 0,.01 to (). 1 i n the LWIlR (F, ''gire 2-7) ... th thLe Coi ssanl-C so .-

what loss at the long wave length end of the handl.

Oxi dat ion or anodi zat ion of met al surfaces increa ses the iA IR i~Ci S sauce to

more than 50L . Paints tend to have 80V to 90Y1 cmissance in thv AIRI

irrespective of the emissarice (or the equiva lent , absorptaincei inl thle

v.isiblez. Rast p!sticA Iivilar, teflon, phenol ic , etc have smallI rvflect-

ances and meani absurbinvg thicknesses of' several miiropms to sucvcral In mi I-

neters . Thus, thin plastic film;s may show ahruplt chlange s in vi II5 ICe

suha'; thlat in ii urc 2-7, Whck l ayers, '''*'w'', Kcil 1 I vv Ani c. ;i

approach inrg un ity. Sonic spci al s ur faces , such as 1'abor surfaces , hav:c

arge solar abso rpt aucc!; and small LW~I R al) sorpt aI lice s

A ILaiiiert jai Suirface has ;in emiissavic( that var ics as- thie .os-inve ol thie

- Ic friom thc Surface Iloilial1. Tis S 5ii t 5 ill i a ViACe that I S in -

d(e1cVudenlt of- the a c;t!e' -ir'f'an i s equail ly hr'iicht as viewed I'rum ;1i

ol I vs. lihii S ! s not t rue for alIl SLlm'l;ICC s and , -part 1 Cu il II,,- fc r 1 (1!1

duct ivity rmater i als, the angularO variat ion of e mi ssance miay dlepenrd iii

cii;ssancc may he used; iii a few cases, d.tai led i ntc',rai n u'rscvr IVli

SlirtAC C iMuist bei~ I'e m'01o rued.
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Figure 2-u .. Shapes of idealized targets.
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Figure 2-8b. Projected area as a function of aspect angle.



tha the- aretar hs odtosma euti h xiaino

molculr secis nd hei suseqen raiaton.Altouh te ojeciv

ita theamblainair hese condions ma fwpresut in the citaution ofrg

is radiated as infrared, thU rplme radiance is great. To generate a thrust

Of 10 k,(m (2,20,000 n3ounlds) with a gas exit kvclocity of 2 km/sec. which is

typical, requires the ejection of S00 Kgm/sec of exhauit by virtue of thle

T = , (2-40)

wNhere- v is the exit velo(cjty. V is thle Cxhlaust mass flow, g is gravity-

and T is thle thrust. Thue energy of this exhaust i s 1000 mw. If only V,~

of this is radiated, tI; pcwcr dens ity is ;'houtII I %t., 'ster,

There are several cxci tat ion mechanisms for the exaus~t g~as. \ihrat iona I

energy may' be frozen ult o thle flow as it exi ts the. jio;zz c ,jr throat, Nane-

u:Ninub are nperated ruul ri oii, and1( upoxidied felC iiiidei ges: '%after hurn-

i n'< as iti mixes vWith air. Particularly du1riii', final ;tagcs5 of rokket

;icculerati on, exhaust "'as is inoviiij: fast comaired to t!.e i.0licnTt air, and

cvMi~n hij i th tLhv AC iw av c - thi': c-M l, idt l0caCs

hespoctra 1 cha at en sti.cs oi the radi trino 0cpcnd uponi thecompios ition1

W&tC-AM :.hsiru nt A~ St~ NU I LOW n~ n a i u, 11:-. the d : I CO'ius I V,:1d 10

ox oid !.L t 1 ( ,i lV Il j~: ii 11 tl I o h i !I!i ,he )1- :Ir ii' md 1; i

1; Ct i~ lid
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Table 2-1. Wavelengths of some common exhaust enhissior, bands longer

than 2 microns.

Gas Approximate Band Center (microns)

OH 2.15, 2.80, 2.94, 3.08, 3.25, 3.43, 3.63, 3.87, 4.14, 4.47

H20: 2.66, 2.74, 3.17, 6.27

CO : 2.345, 4.663

C0 2 : 2.01, 2.06, 2.69, 2.77, 4.26, 4.68, 4.78, 4.82, 5.17, 15.0

2.3.4. REFLECTEI ILLUMINATION

The power reflected by a target depends upon the Ilii i nation, the t ar:.ct

reflectivity and the scattering characteristics of the tar,,cLt. As S 05'

been discussed in Sect ion 2.3.2-2, target reli cctiincc canrinc rOi

nearly unity to a few percent. Metals such as are ulSed to builId airc:raft

have 1large refl ectance , most abl1at ion ty\pe mi. 5 i le w;Ir~ic: (d, 11have SmAl

ref lectance. Theli reflectancc %.il11 depend on t!h ;nc v. ith rpetto thle

surface normal of both the ill Uri nat ion and vi ow in,, vcctolrs. It 'v ill in-

clude hoth specular :ind dli ttii'.oc reflect ion anid it !!:,I he plairi :alt jun

sensitive, part iculari' for nonl-c(ridac1.t llg motriC .(ndUCtor- hnvc

some polarization sensitivity, but it occurs so close( to grazn!g

inci dence' that it ;s norma 1l' a lilillOr ef fect wl;nl illtegrlt'l (over the

,hole tarlget.

2.3.4.]. Illumination Sources

lol- s (stsntiliijg re.fl c~tkel i'i ace ourceK_ of iliiriii mt ionn ire-L

,111nshiinc earl nh ine an ics n111 neSC'; andl IiI i clJ V1thSIHIL nC1can ilc put*L :

pe rspct iv hy c oipa r Ig t hei, ro ni produc c bY t 1cm w 1.. n twnit poo

by Scelf emiss-ion., Fi gure 2-9 sh~os the re 1 at i fe lna'T itii o t irr-c
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Figure 2-9. Sensor irradiance for various target illuminations.

that scatters the incident radiation isotropically (a nearly spherical

body) anid has an enissance of 0.9 and reflectance of 0.1. Trhe earthshine

is that. typical of a clear day. For such an object, solar 3;catter can
I predominate at wavelengths less than 3p.

The earthshine reflection is minor for absorptive targets. However, for

metallic targets the reflectance could be 0.95 and cmissance 0.05S. Th i
would result in thle preponderance of irradiance in the 8 to 20u region

being due to reflected earthshine.

f-igures 2-l.0 and 2-11 show the irradi incQ of a flat plate out sideI the

earth's senlsible atmiosphere due to thle sun and earthshine. For overcastI .iconidit ions Wjl.h clouds at aibout .20,000 feet, the irradiance litaXifla nlear

0 and 1 L! are reduced by a factor Of about 21. For targlets; at hi gher
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altitudes, illumination by earthshine is over a smaller solid angle. Figure

2-12 shows the geometric factor to convert the flat plate irradiance of

Figure 2-11 into the total radiation reflected by a sphere as a function

of altitude.

Irradiance at the sensor (neglecting intervening absorption) is directly

related to target irradiance I. and effective scattering cross section

.H. i

H, .
tt. = .,,s(2-41)

KA~ 2
W R

or if ,a is in units of meter 2 and R is in kilometers

11, P 10-8 ILt a R2 .2

For a laser iiluainZtur, it is better to deal with in-hav;vl irradiance,

rather than spectral radiance. The target irradiance can be given in

terms of the laser power output P.(watts) and either the area A covered

by the illuminator beam or the divergence angle -b  of the beam Ltaken

here to he the full bcam divergence). thus

IH 1lY I'.. = l.2x1, - rLAW' NO' w/c (2-4.

whore \b is in units of square Lilometers and R is in kilometers.

2.3.4.2. Effective Cross Sections

Utf-cto.u cross sections for reflecting and scattering incident r di: ino'

arc moe co:~iplcx to compute thin those for self emission because o; the

iliih correlation bctween the direction of incidence n ;n 'e mentA, iron;

O: the t;r.et an d 11ti- di F'ti il Ot '11 I,4 Ie r

1,33



- n10~' t.~ - - 7 7' 7 - A. -

4; 1-

.I -I

Figure 2-12. Geometric factor for planetary thermalI radiation
incident on sphere versus altitude.

F.or laser systemis, the nonostaiticl Iconi~ikit loCation)s tea the( iiItU:Imiatji

source andI sensor) cro:s sctionl is neededJ. C i ar he expresso-;d as a too.;

ithenls oILa I a catt enrinj matrix 01', for hod Ie O froe1tonane :es1Oi
HMt riX. I f the target is primarily a rclr retlector, the ic order
Cal culatioI ut FIaoOStat ic cross sectin Coflsi-t Of f indJin ~o ( ints r h

dLi ct On o illu ina'!l~t-i pan 1 liAI thesurac ioa 1nfonlli oIe

Tlargets with Shapes suchl tha),t their - irfraces are gencraKe J part lvh si: k

IiII io seg m enCT ts (co neCs , cy liind rs , p ts, etc , hav e d i r oe t l ) , ions of1 ch e o sz ' t

Sect ion Or I-i mt. 'ik: s results lro~in tueQ ;)Ix iinrdus(tcUI\.ttil'O, '0-

cojinl'" niito. .\tu lvi the 'li nt rotuons' the o e des ito is

liitted i)%. dii Kt ion !or b.s% l oi rgiln ics

the~ eetve rii't at I C C1' 055 S~cti tS5't' 1LOIl siU-

-,1, he Cas 1 o a cone- :1 ~ e on;CL 0 ic) ud 1,%.s'hn -c:l soot 101iSStl.

P ~ ~ ~ ~ ~ ~ ~~e wio.1.-: siu i;'i'CiliVVlI 1i \ in i o Sl .0 ni

is * :~ . I at; 'i Id t of hy liat is ., n t Y i i ' 6 .10 -L

t i mil loeritItoit it. ide 1+- o t -i , L! li iS'I 1 11w

104



2(a a.)/

nj j

TE

CCG

30 9)00 1800

A §,JFCT ANGL[ - k'deq)

Fiijure 2-1-1. Monostatic cross section of capped cone.

'iu;- rflection will 11c histatie_, tAking place (if specular) where the

i ICt C iloria 1 II) isect -; t he an,, 4 t fiolf ] IL wii natov U- -t target -to -sens or.

Ili n 5111)1 cii)W abe'it a degree -5o t lhe oC Hect i ye cross secti on i s an

'Ies Ve ocer a 0 * ma l ll so Ild a n vle. For arbitrarily shaped targets, the

s~a L11in,1nt aix i aj na1Ct in ocIf 1- to agIles, tvwo defin ing thc i1 lumina-

ilii mnd ti-cn ihe en directions. Ixen for ;a body of rcvOlUtion , the

iWOV 1ax N a tMiic iO)f three' iii~kIC'S. tIsualle , the compuLtation of bistatic

e sc~t!Ons 1- ;iCC("1i1AL 1iti Y ;ij''ox i mat 1 tg the hody' by a series of

sii 1.zur; ices, oft en 1,1:1 sutaf1CCS , withi mibsequent snioothing of the

l~i-~ie~i'iit'i) an iiiih~iiCI Coa C t Li Cn efct ht a nS U t lie re(JI ired

* ~ ~ ~ ~ ~ ~ ~ ~ ~~O ;mjiu tl i tte I n i of' inc idence of' oh'erved radi atioil-a] I

tlin. i:161i11t hiM -0..R-~ r'i leji. of, collstaiit alij~e of inc~icnce. It is

ti ') i i I (!ik'1 t tllk ''i i c ' n c s() thazt the s ilInia is :o!;)-
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pletely polarized. (Most IP detectors are not polarization sensitive and

so would not detect this effect.)

Reflection of earthshine involves the illumination of the target over

nearly a hemisphere. Thus, the scattervng matrix can be averaged over a

large solid angle for approximate analysis (assuming the earth is a nearly

unifoCm source of irradiance), or it can be used in detail as with the

simple bistatic case and a numerical intergration performed over the reflect-

ing surface.

In this application, the surface can be represented i_)y small flat plates,

or facets, with little error. The reflection at the edge cf one of the

facets will come from a slightly different point wherc the earthshine differs

only slightly from that for the central ray through the facet.

2.. OPTICAL SYSTEM CONSIDERATIONS

An optical sensor may fulfill a single or multiple system function such as

acquisition, tracking and discrimination. System design may depend upon

the functional requirement. Fr.therm1or1e , design will depend upon whether

detector sensitiViL-, is limited by intrinsic detector noise, Johnson

amplifier noise or ibackjround phctcn vioise. 'lhe systen sig.i il-to-noise

ratio (Iiquation 2-35) can he re-expressed in various limiting forms to

identify critical design parameters for various cases.

2.4.2. ACQUISITION SYSTEMS

The system functioaml descript ion of acquis t ioan s'.Ft ems is ill terms of :I

Ie.qtlirtd i'i'-ld of view aid a fri'e time I to SC;ll the fiCld once. Ihc

Iicld of iel.. me;i; be hhvari cr1zed by a SolI iJ lcL, '. il- no inforiilation

,about target I-)ca tion is knotn, or by an area Af, if there is some crude
tposi t ion1 d; It Z V I lahle such I-; frolil a boos;t- ph1;1se - t r:Ick system.
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The relationships added by these parameters aie:

Q 2 /1 (2-44)

and

- nf

f d!

where Ri is the desired acqui':itin range, n is the number of detector

elenients and f Cis loss duec tuo overladping detector fields-of-view or

non-ideal scanning sequence:; (so)me portion of the field being scanned

twice, deadt tin" . to rl,:pnirit the array, etc) From an aCquiSitionl ;tand-

1)Uilit is / 5:0it CLe hzndIenta I than j

For the c.Ondit ionl rim t trw jut i IJI-iLt. Ii ;S liiiiting, tim- .OnlS i~i Vit V

equat ion can he solved I.*(,- the tv'inimnt detiectalle i erad lance

11 C -C LI iS t-

I e ii:CIzI -ttFs ifll'ir'~h: sprai to svsci P'jmi rmcitllS , 'i42

I ! til i n i n,, :,I t i j* I 'I t i It I li e s p t 1) !I

in t il t;pi t2 I),.1 0 di I i ho OtI :; 1

r 5 .11 i' t X . ! l 111 p- I i . 1 .

t'i h

:1' i~cxi.iitix ~'iI~~it u* K-.0.7 i.i:<'8V ,tn
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the detectable radiance as do increases in P It is only in these

factors that there is much hore of advancing system sensitivity greatly.

If this sensitivity is expressed in terms (if the power radiated byv the

target (11 P /4,rR'), Equation (2-40) is transformed to

P - 82_ S/N f R)( fj (2-47)

C

This is the form appropriate to having crude data about target location.

Furthermore, under these conditions, the allowabh1c, time per frame is ncarly

proportional to the detection range . the targct must be seen whilc

tr'AeVs i1Ig it JQivI fraction of th,. rangc co thc :e:r) In t hin liit,

m. iR 1 1 2 rather th:Ln R2 as is oftel tile case..\ ,min

One of the intereQting deductions is that it makes no difference from a

target detection standpoint wheth'r the n detector elements are large

and scan slowly with the large i d or are small ;i d scan rapidly. On the

other hand, this trade-off does affect tracking precision.

Many sensitive optical sy. toms arc Johnson noise limited. In this limit,

the maximum irradiance is

1 IlII_ i- , '; ', R' - 2-:S

In thi jimit, the fl/: is unilportalnt aI!; i.s the nu-ber of detec.tor (-(

mets, nd the on ly expl ic i ct deppndc on scan01 raite is tire dWc 11 t irC

i' I Once agai 1, howeever, manv detcctors may be requ ired to s imultancoOUsi.

achieve preci s ion and a long dwl,'e t ime.

) 08



A final interesting limit is background limited operation. For this,

H~ X -i (S/ jhRQE Tc)( V T (2-49)Hk'mi b, QLEd f e

Once again, after the system requirements are established, the designer

has only limited design choices, primarily d and n.

2.4.2. TRACKING SYSTEMS

In general, marginal signal strength is not one of tile problems with track-

ing systems because the target must have been acquired previously. If

there is hand over from one sensor to another, the tracker %ill be designated

to a very small field of view. Consequently, within this field of view the

required value of o/T f is very small and reacquisition is readily achiev-

able. Moreover, in many cases, tracking is merely another mode of operation

of the acquisition sensor.

The field-of-view during the tracking mode must be small enough to isolate

the particular target being tracked and yet lrge enough to accommodate any

potential target maneuver during signal fades, obscuration, or track-servo

response-time.

In most optical tracking applications, a locational precision better than

the detector element field-of-view is desired. This results from physical

limitations on detector size, use of acquisition sensors that need a rela-

tively large field of view to achieve a reasonable dwell time, etc. With

good S/N, measurement precision can be smaller than resolution. Optical

detectors are intrinsically square-lav, power detectors; the detector out-

put voltage or current is proportional to the signal power. Usually, the

dominant noise source-G-k noise, Johnson-noise or background photon
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noise-results in a gaussian or near gaussiar distribution at the detector

output. Consequently, the available cli' is related to the angular s;ub-

tense of the detector oE by

(This contrasts with the radar case, There the noise source is gaussian at

the input to the preamplifier,- or detector, where the signal is proportional

to the wave field-strength. In that case, subdivision of thle resolution cell

is by only /SS7g*)

In general, for obtaining good tracking precision, the same principle apply

as for obtaining good acquisition signal-to-noise, plus a desire for small

detector fields-of-view. However, ecptfur th~e johnson nioise limited

case, small detectors are reqUired for good signal-to-noise ratio anyway.

It Shou1-ld 'he noted that after acqui,;it ion, the signal-to-noise ratio is

probably of the order of 10 or greater b)efore handover to the tracker. If

the same sci;sor is used for tracking, thle effective dwell time prohably -,In

hc increased at least a hundredfold over' thle acqUisit ionl dwell time. I LIS ,

the signal-to-noise ratio should exceed 20 db, and the theoretical lv,

achievable precision be smaller than a hundredth of thle basic detcctor

r:s ol Iut* i o n. In most cases, this Implies adequate precision w ithout switch-

ing detector elemnent i.

~4~ MEASUREMENT PRECISION

It ShOLi Ii h- noted thxit the 1-X iisn1e jf I hs h(ccn~ the P';tt j~ '

dtcscr ihi i, the ex.pc tedIitcitm n us'cds4 t tren-th. M, i

ilroi)osed scnlsit ive o sht, ilJt, v 1jth few dc tectCUdI iIi~11~(

(;onst~jqunt ly, there i_- : ti ici] vari'lbi Iit v in tile ofthi 01 iI~



From the standpoint of uncertainties in measured peak amplitude, the signal

irradiance behaves like a steady background. Consequently, to obtain a

measure of signal-to-rms fluctuation in signal-plus-noise, one can use

I-lquaticni (2-35) with the replacement of NbX by N b, + P x/W

e7 1 V, +%b RQE ( - l

2.r.. NATURAL INFRARED BACKGROUND

The natural infrared background is important because it constrains pctential

operating wavelength bands and achievable system sensitivity. Background
sources to be presented arc (l1) those seen from near the ground, (2) those

seen by an airborne system, (3) the earth limb as seen looking from outside

the sensible atmosphere, (4) auroral emissions, and (5) stellar.

2.5.1. GROUND LEVEL SKY BRIGHTNESS

The Sky brightness as seen from near the ground is dominated by scattering

of solar ridiation at wavelengths less than 311 and by atmospheric emis-

Sion0 at longer wavelengths. Fit Uro 2-1-1 shows the radiance as a

function of sight path cievation angle.

The radiance depends upon many factors-solar zenith angle (Figure 2-113.

elevation angle, Moi sture content, cloud cover, atmnospheri c tC9mperatu~re,

?._..A good SLIzmmarv' Of datZa is i ucl1Uded in iRe ereuict _- . iiLre'; '-1 I

and 2'-15 -hoi'. the effect of water vapor h)ands, at 1. 1, 1.-1, 1.9 and 2

aIs i C I I aS Of ('0 2  at 2. i absorb ino the sol1ar scat tered rad i at ion.

A part icLIliar WAy Cien gth 111;Y seem des irabl f o r aI syVst em b ,calls thle :k-

ground is dim, but i* this dimne(ss is due to absorptioni, its dCS irabhilIitV
is jIneSt i onable. 'It depenIds kuponI timL re Ilt y e range S toc tile t ;I (Iet and
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Figure 2-14. Spectral radiance of the clear daytime sky.

the truc source of the background. If the target is close enough, its

signal may be attenuated only a littlc and the background a lot.

In the emission region, emission bands are evidenced in peaks in Figure

2U Ut 6.- 3i.1 U120) lSLJ (0 2) and 9.6pJ(03) I If t he AYv isi overcast thle

LWTR is a continuum as seen in Figure 2-17.

2.5.2. AIRGLOW FOR AIRBORNE SENSORS

Miurcray, ( -)have flown a series of MlW radiometer-, and inter-

ferromoters on balloons in both tenperate and arctic locations. M1easured

spectra, for several flights (Figure 2-I's), sho"w a ]Uw radianlce w..i ndow

between 1(). 5-.- and 1 3-, boundcd at short wavc lon.t hs 1wy an ozone band

and at long wavelengths by CO . The peak in thle middle of the winldo% is

I INO radiation and it i s b~ounded with narrowN lOW0er backaro un regon

RelativelN 10t% hackAgr-Uund slot,- iaI soCC occr ieCi 6 to ~Yand from 5 to up.

1 pQc t r: 1 I ini v i jr i -V .vr ( o1 hti i nd P h r t,~ 'n-'' i )li-iiv f

others were pre'dawn.
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Figure 2-15. Spectral radiance of a clear zenith sky as a function of sun
position; A = sun elevation 77°, temperature 30'C; B --sun
elevation W1, temperature 25.5°C; C =sun elevation 15',
temperature 26.5°C.
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Figure 2-16. The spectral radiance of a clear nighttime sky for several
angles of elevation above the horizon (Elk Park Station, Colo.)
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Figure 2-17. Spectral radiance of overcast skies in winter and summer.

D~ata from a filter radiometer with a 0.039 ster field-of-view at an ele-

vation anglc of 450 and with filter bandpasses shown in Figure 2-19 are

shown in Figure 21-20. The filters were chosen to explore thc 10..S'- to

13u band in more detail. The radiances shown in Figure 2-20 are typi-

c al of those obt.-ined on a number of balloon flights. The abrupt decline-

above 30,000 ft was due to rising above a thiin cloud layer. The general

decline in radiance falls off approximately as rapidly as the air density-

about a factor of 3 in 20,000 ft.

Data on the time variation of radiance are available only for the highest

altitUdes where the balloons floated. An example, Figuire 2--1, shmws

fIluctuations of a factor of 10 within a feW Ri nUtes . If the variation

-' w-ere this great at lower altitudes, one would expect to have seen a greater

: ofLL Q point.-, abouL tiQc -iiiuuLii -. ui~ L tuf oidiinctc :i,- ti tl LmdL, hUt L-, I

the flight-to-flight scat tel- of radiance is not that great at 10, 000 to

60,000 ft. The large fluicttatilis miay he associated withi dawn. In short,
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Figure 2-16. Spectral radiance near 40,000 ft. at 45' elevation.

if th,. radiance profile of Figure -19 is used as representative data, it

would be prudent to assume that a radiance three times greater would not

be unl ikcly.

In another experiment, Turner flew a spatially scanning filter radio-

m,.eter at 92,000 ft. Six filters isolated bands from 9 to 22.'> -i;, and the

elevation was changed to vieow different portions of the sky. Data from a

flight made at Iol0loman AFB (1li ue 2-22 shows IxildiLMCC aLJ'!)).1Iitci- aii

order of magnitide greater than reported by Murcra'.
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Figure 2-21. Time variation of radiance.

2.5.3. EARTH LIMB

Mea~wrements of the earth limb are difficult becaijse the radiance decreases

rapidly iw.ith increases in tangent helght (altitude of the sight path at its

p)oint of closest approach to the earth) which necessitates extremely good

off-axis rejection. However, there have been several efforts to compute

the radiance. This is complex at altitudes above about 70 km because many

of the radiators are ininor species for which the atmospheric concentrat ion

is not well known and excitation is not necessarily through kinetic col-

lisions. Important processes are resonant absorption of carthshine infrared,

fluorescence with sol1 ar 1J%' or visible, vihralurnincscence with solar or

auroral exciLed major atmnospheric -species and chemilumir'escence. The I
co".a.uat th"at Zippcari tLO re bu-,L VIth Ihe imiited experimenraii data

are those of lie: s .Some typical results arc shown inl [i ,LIYC 2-23
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Fiqure 2-22. DC background levels.

(rad ance in w/ cm ster - wave nuLmber must be mult i plied by i0O4/112 to

obtain radiance in w/ CM2 ster 1j) .

These compuLtations included only minor spces ( 2  1120, 01 and NO.

Other computations have indicated there may be significant radiation by

CI 1, at 0. 55LI and 7.601; , by %'20 a t -4. 5a 7. S i and 16 .9SU and by

NO at 4 . 27pi , but thle coinput at i ons invo I %-i ng these spec ies have not pro -

duIced agreement wi ~th the experi mental data on 0 and C0O _- ad iat ion and

can not yet he tAken1 to hC 0qu~nt italti VelIN Corec~t.

[he0 COMPrt ed datal can bc comIjxi red '..i th d,,ta f rom the flIi ght otf a rocket-

horpe i-ircu 1, r-va4ri able-fti Iter spectrometeor into an au~rorai Irakp-

'fhe s1-Ct ronleter Iw.as v i e, ill the enli th TIhe most aiot able featutres in t hc
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spectrum up to about 100 km were the 9.6p 03 and 15i C02 bands (Figures

2-24 and 2-25). These bands should not be aurorally excited so this

data should be representative of quiet conditions also. A comparison of

the experimental and computed data are shown in Table 2-2. The agreement

for the CO2 data indicates that the calculational procedures are adequate

for that gas. The underestimation of the 03 data indicates that the

concentration or excitation are underestimated. Without a field validation,

currently it is probably unwise to ascribe a precision of better than an

order of magnitude to such computations.

Data obtained with vertical viewing from a given altitude can be used to

estimate limb viewing radiance for that tangent altitude. For an optically

thin medium in which the emission can be taken as having a local scale

height H (small compared to the geometric radius re ) t)e ratio of

limb viewing to vertical radiance is

H (2-52)

(CO2  is not optically thin in the center of the C0 2 band for horizontal

viewing unless the tangent height is above about 110 km.)

Table 2-2. Comparison of computed and icasured radiances

Altitude 9.6w - 03 band 15.' - CO2 band

km Computed Measured Comf:uted Measured

80 5,1O-' 3xl0-  2.5xl0-7 9-_10-

100 2-10 1.310 - 9  1.1,,10 -, 4-10 -"

120 8-10 '  4,10-"

NOTE: Padiances are total band radiance in w/cm ster
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2.5.4. AURORAL DISTURBANCES

There have been studies of possible chemical reactions and excitation
mechanisms in aurora 2-8) The only LWIR intensified by the auroral

model used were the 10.4 and 13.91 lines of C02 excited by vibralumi-

nescence with electron excited N2. For tangent heights above 110 km, the

limb viewing rad'iance in these aurorally excited lines is calculated to be

less than 10 w/cm' ster for an IBC-1II aurora. Thus, it is not signifi-

cant compared to the nurmallv excited radiation in the LWIR.

Once again, caution must be used in the application of this computed

data because the model used is similar to that in OSC which underestimated

by orders of magnitude the natural 9.6;. O and 15- CO2 bands.

2.5.5. CELESTIAL BACKGROUND

For completeness the celestial background data of Walker and Price (2-9)

are included here. All-sky maps of sources observed at about 4, 11 and

20w are shown in Figures 2-26, 2-27, and 2-28. The detector sensitivity

was of the order of 10- 15 /cm 2 u at 4'p, 3×1O - 16 w/cm2 ;. at 11;. anJ

1.5,10 -lO w/cin 2 ;. at 20P. \ plot of the cumulative number density of stars

as a function of irradiance is shown in Figure 2-29 and the data have been

fit with the approximations

N, 4.3x10 -' i 1'4' csc (Ibl+lo °)

N1 1  2.lxl b-1.0 1

=6.2x10-" 11 " i csc (bl+1.50)

where N is the number uf sources per square degree at wavelength x,

with irradiances greater than II (in units of 10 I W/cIn2 ',) at a" ' X

galactic latil udc h. As is apparent fromi the r ,al)F the !sources are

.Wn-tl~ifI fornly di st rih~uted.
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I

Distribution of the color temperature of objects based upon the irradiance "i

ratio in two bands is shown in Figure 2-30. The dotted histograms are

the actual data, the solid histograms are estimates of the actual distri- {
butions corrected for observational selection.

0 400 tOO 1200 160.0 2000 2400
4vm/Ilm COLOR ILIAPIhATUR 'KI

0

'Ie .JL

0 to 400 400 *OG 000 1200
IlyI 2OV" COLOR tEMP[RAIVUR I'KI

Figure 2-30. Color temperature distributions. The numbers 2188, 512, 902,
and 238 are the area (no. of sources) under the appropriate
curve.

2.6. DETECTOR DATA

There is a continuing advance in the state of the art of sensitive detectors.

These advances include increased sensitivity, smaller detectors, larger

arrays, and greater uniformity. Consequently, for current informatinn one

shoul d contact the i.ianfactUrers, Material is givcn herc only as guidance

as to what materials are available for operation at variou~s wavelengths

and what may be expected with respect to sensitivity.
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The characteristics of some infrared detectors are shown in Figure 2-31.

It should be added that Si:As detectors are now available that cover

about the same spectral range as Ge:Cd and have the added advantage of

lower index of refraction (less reflection loss) and greater linear

absorption coefficient (detectors can be made thinner and smaller in

frontal area).

The data of Figure 2-31 are for operation against a 295 0 K background. Many

cryogenically cooled detectors are operated in the background limited

condition. Consequently, if the background were rec'uced to 100°K, the

limit at 10 would be raised by a factor of 100, and that at 201 would

be raised 10. For many space applications the background is even less and

even greater sensitivitics may be achieved.
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CHAPTER 3

NUCLEAR PHYSICS AND NUCLEAR WEAPONS

3.1 INTRODUCTION

The detonation of an explosive, either chemical or nuclear, is charac-

terized by the release of a large quantity of energy into a restricted

volume during a short time interval. TI'he quantity of energy released

is .:alld the yield of the explosion, and is usually dcnoted by thec

symbo. Y or W. The basic unit of yield used in the discussion of

w,-apon effects is the energy released by th- detonation of onc ton of

TN'i. Ihis unit is taken to be 109 calories, or 4.18xl0' 6 ergs.

The yield of nuclear weapons is so much greater than that of chemical

explosions involving comparable masses, however, that it is convenient

t- introduce larg(r units. 'he units gcncrally used are the kiloton

(KT), the yield of a one-thou;aiid-ton TNT explosion, and the megaton

(1F\T), the yield of a one-million-ton TNT xplosion, Ihtis

I KI = 4. 18 10'9 erg and 1 Il = .1. 18xlO 2' erg. The first nuclear

w.;14 11.i . prodticed by the United Stiatcs dt:ri iiv Io lIJ War I1 had vields

of about 20 KT. Thi,; valuie is frequen tly r .ferred to is "a nomina l

yi el d". Modcrin weapons have a very hru;d range of yields

11ic cl.tlgy in all i 'Xl)]OS ifoil iS I iho'ited as a conllst'quenc of r.C.Ic't iol,;

tht;, resil t i n the format ion of sleie more s Iale tha n those oi gin-

i N' lprus(cnt il the ;Ujllb "1tc1I rils. Il a chemicll explnsion tih

rv't. iOnl ar.nIar ; ir m ic ),u IIlm cc lar, A11 Iu i lstl] ill 1O L fon, t ioni 01' nIe'w

I~lll 'ill 1l " l1wl io'.; with 'I i o' t ' l *: <, l" I l ' 'i Ill m 1 1 ': 1 i'!ll ~ l

V; I 1 C t I O 0 C I', 1)t 1 11S; ... : 1. II .n • ...;..i . s h i t()
Il' i1~ l I'u iiffti>n. t'1 'tul', I 'l fiv ''l I;l i't ;u fii i' 'l'',;l ic ns I 'l i, ,

13;



order of 10 eV, while nuclear binding energies are of the' order of

10 NMeV, so that one might expect yields from nucleir weapons to be

about a million times greater than those front chemical weapons of the

same mass, and such is indeed the case.

The energy rcleased In a reaction initially appears as cyitation and

kinctic energy of the reaction products. Since chemical binding

energies are typically of the order of 10 eV, it follows thac the L-xc-

tation energies of the reaction p)roducvts will also he of this ordecr.

Therefore, radiation from excited specics produaced in chemrical reactions

will comprise only photon energies of a few eV and thus will li' iii the~

ultravilolet, visible, and infrared port ions of the spectrum. Nucle a r

binding energies are of the ordev of 10 NicV, however, so the produicts

of nuclear rcact' ji may have excitation enorgies of this order, It

follows that r,-HaT ion from cxi td reaction products produced in a

nuclear dutona,onul has '.!neryg i s of severalI McV. 1bis rodi at ion tiiku%

the form of gamnia rays, nVeut roa . beta particles, and letit r inos . The

na tLic arnd extent of the effects ,irodticed by the nuclvi cr rad iat ion are

qulIte di Eferent froin those producd iby the low-unergy radiation Char-

-I CtCii St i C 01' C111710i Cal xI 10s I01a4, an I Ve ri :4e to) a 1Iiu.t ()'lit n W, .1aad

- it- 111;111Y> cases 1IIOI .C :t ed, phviCi1tiiiiiWi

On ly a -Amall 1tai't ion of the yield from citlier tYpe of wviapoil .aIjc;I r?

as thev ic~act ion produict m-adlat iOu dl S'Usd AhnVC . '1he hu11.11 Of 11hC

ernergy rec ased i s rap id]), conve rt ed to inut erna Ice rgy of f.h weapon11

JI(h I i" Fill Cheik- A expios ioaml , 011. ilItvriia l vnurj-' 1, iaht)(

rr' ca I at I , coi-responidI ini, to tlei11 )('Ii mre', III' a fvw t honaas.1i1 degr'es...

I hu ttLmjirrtiirv liii~.-iieasc IS 10acro iii jv d by) a1 ca'L JtIi i aci aN lr

Pf*I1',Ml'(' anld lilht- 1))lli l CII L1 :11- c.\Jrild v:,io la? 1) prd li i. IIIhe

tla'ta;iii.i haOIl W4 iit'j4hIL 1' , 11(- aa ',ia-k- () -4 (-s1 a! i I t

:11 kl



explosions this fraction will be small because of the relatively low

temperature, and for the same reason the radiation will lie principally

in the visible portion of the spectrum.

In a nuclear explosion tho yield is much greater, and the internal

energies, pressures, and expanqion velocities are correspondingly

higher, Similarly a substantial fraction of the yield Is emitted as

thcrinal radiation with photon energies of the order of key. For

example, consider the detonation of it 1-NIT device with it muss of

1000 kg. TIhen the Intortal energy is 10' cal gm-1 . For 4uch high energy
dcnisities, however, most of the onergy i% originally stored Ii the radi-

utionl field, ra1ther than in the Internal energy of the vapori zed bout,

materials. If we iisvumc that the dimensions of the device tare of the
ortvi of a iot er, i t vmai eaa ai y iwc nhuawn that tLi L.i a~ hody teonpo rat nrc

cori.-spiidi ing it the elacig> dcns ty In the field Is or the order of a

few hk'' SILti0 0;' thI senrjy s4a>' lhouat hal Cf, will he radiated aIw')

as he\' lpotutis , If most of' thu rcmalIndcr or the ),fell Id I : onverted to

duh i % k inltctI c energy , t lec'e Vo s pon1M~d i nge pti V Ioar e I 0kI t y I S vea

I houa,1a rd k ili le't u Is Il S ecoird

III add io oa the prmpt gaaaart r~iys anid trettrons , the x rays., and tilt-

ihaisk i net a : eawrgy),' SuabStanlt~i jaiIttensit I eA of' Jt' hiayed I.-amala'as Iatld

hicta'. ar-C )Jdi.tetl at aiaaich later t links i f'pr of the wea1pon yld Is

frola fIlri~ota. [hle yvi id II forins othier t hana x r*iays tind debris k met ic

(ae:ytYPlcIAy coil 5i ; toy 1a) ofr'n l the a :ll

in it ulI~aara ~cI mw~offbis haer op.howi(l of faatk4oI:11 of igivar

h'('ljI l11 ;. :ar v oi'lt, tilt IlCll(klI1 l .1 . r''tol1 c1. I'l? 1( 1,1 aa Iatill O f a 1k. lul

ofaic Ct 'n'g)y alt' JiS*CIaSSCd , ;Illd smiia'ta pe atalIiig'a to' p~ a IIi

taut1 lialt), iaittca'Ait ;I uiudI t'i h'jpa'iauei.tCc (If tilt- r':i' l liau iI-1. p)lC.Sl(ld
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3.2 NUCLEAR FORCES AND NUCLEAR STRUCTURE

Atomic nuclei consist of neutrons and protons (generically called nucleons)

bound together by nuclear forces to form the nucleus. In spite of the

fact that electrons and neutrinos are emitted by nuclei in the procvss of

beta decay, these particles are not present within the nucleus. but are

created in the decay process. In this section we give a short qualitative

description of those aspects of nuclear forces most important from tile
-;tandpoint of gaining a superficial understanlding of the design and opera-
tion of nuclear devices. For detailed quantitative discussions of nuo.lear

forces, thle reader is referred to an>' of the several excellent texts onl

nuclear physics that cover this subjcct , e.g., Refs . -3-1, 3.2, 3-3.

Bloth aitomic and nuclear systeans are essclit iall1> quaintiii nichani cal i n

nature, and accordingly are charactcrized by discrete sets of' available

energy level.4 and aingular momentum StaLteS. However, nucicar forces arc

much st runger and of much shorter range than thle :o'i lomb forces pr imari 1y

responsiib1le fur atom~ c binding. 'leefr ,nclei a1r- muIch Sii'Ll Ier than

a itorns, and aL ctit nIIh MIore t ightl 1)bound . Wie have alIready noted that 1nuc -

lear bi nd ing onerg ies a rc abUt 10' t imes greater than atomic bind ing

l1nctr iv. The ratio of the a toll, i CAnd nucl1eari I Cn tl hSCles is abhout

dimnens ions are U1, the,- or-der of' 10 111

Ail i jiurt ant '. II; rac ter iS t ic C )1 the, i lit clriet i oifl alii~ot1 litc I Conls j ; tie

pripcr1t y of ''.;attmr-at i oil". T[he !;tuJI';t iOu Of ma IQ;I i 1*ar focc: is di SCuJSSC-

ill nrily hIIear physic te-Xt1-h'wkM, andit wil 11 lint e 'conlsidceu illea

heretC. It.] Il.1 plhIJ)USL it i,; still ic it to nIote thaIt MWe cls(Iin e o

.~a tiat im is ltiL he hi 1111 ig Uncrt erg v- majcc on ill a m1cii11 is ittX

thatllo.y i id epIVLIdIm t 01 tilie tot;il I iaiheml' 01' joic cois Jhmseu t her'Ci i, ;md I;
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A nucleus can be characterized by two numbers, which give the number

of protons and the total number of nucleons in the nucleus. These arc

called the atomic number and the mass number or atomic weight, and are

denoted by Z and A, respectively. Thus for hydrogen Z = 1, A = 1, for

helium Z = 2,'A - 4, and for the most commonly occurring isotope of

uranium Z = 92, A = 238. Isotopes of a particular element are nuclei

with the same Z but different A. Many elements have several different

stable or long-lived unstable isotopes. A frequently used notation to
Adenote a particular nucleus is zX . So, for example, the previously

mentioned isotope of uranium is 92U
2 38, often written simply as U2 8,

since inclusion of both the chemical symbol and the atomic number is

redundant.

In Fig. 3-1 measurements of binding energies of various nuclei in the

range 2 _ A - 250 are shown. "he actual data points exhibit consider-

able scatter with respect to this smoothed curve, but the general shape

of the curve is qualitatively correct. Although the binding energy per

nucleon is slowly varying for intermediate values of Z, it is much

lower than 8 NMeV/nuclcon for the very light eiemc.,ts, most notably

deuterium (i'), tritium (Ii3) and ie 3 . For nuclei with large mass

numbers the binding energies fall about an MeV per nucleon below those

for intermediate mass number nuclei. It is the fact that the binding

energies tend to be low for low and high mass numbers that makes possible

the production of vast amounts of energy by the fusion of light nuclei

and the fission of heavy nuclei.

That the binding energy curve should display the qualitative features

shown in Fig. .- 1 can easily be understood. First we note without

elaboration that the observed saturation of nuclear forces is interpreted

to imply that a bound nucleon interacts only with its immediate neighbors

rather than with all of the other nucleons present in the nucleus. Thus

the forces saturate in a sufficiently large nucleus because the addition

of nore nuc1 leons does not apprecizibly enhance the binding of the nucleons

137



C"i

C)L

C) C* I

LE
LA-

oco7

(uo8L:)nN/ADW) ,46JOI3 6utPuH

1 38



already present, whichi have a full complement of neighbors with which to

interact. This remark is not valid for nucleons near the nuclear surface,

where there is a deficicncy of partners with which to interact. The

effect is analogous to surface tension at the surface of a body of liquid.

Trhe surface correction is of minor importance for large nuclei, but is

all-important for very light nuclei, where all of the nucleons are near

the surface, arid hence are not being subjected to saturated forces. It

is this surface effect that accounts for the decrease in average bind-

ing energy at low mass numbers.

[or heavy nuclei thc Surface effect is of little importance, and the

decrease in binding energy with increasing mnass number stemns fre-m all

entirely different reason. In the preceding discussion we have neglected

the effects of the coulomb repulsion among the protons in the nucleus.

Tlhe nuclear forces as we cv used the term refer only to thle strong,

short-range, saturable forces between nUCleons and are related to the

coupling between nucleons through the v-meson field. The coulomb

forces are Of Much longer range, but they, are also much weaker than the

nIUCDoar forces, anid lilav a relat ivelv ni inor role in determining the

structure of light nuclei.

lho c:oulomb for:cS do not srnt'irnrc, hnwc:v(,r. .* nrol.'n there CorL. i~ te i-

acts with Lill the other Protons inl the nle.,;o til r iepulsive p.-ten-

tial it experienoes increases appruxinately l in~early i tW. _-1 un, the

total coulomb onor(,y of al 1 1he. pruto:: u'.c c:lll's roughly.aI

Becaiuse o17 the ir saturaition th( nLc lear forkces produce 1 total att rae t i e

viue rgy that increVases approx i i tel v on]. l inear ly withi A. H(Hi CC tl he

rel;t ive inportamice of tile (ciliiinli t<.: ncrca isi v i tl ilccis i ng A,

H1W incris iiily ilipot tit roleV Pla ,% Cul~IiiI' l'Cpi iS onl is; IC-

Sp)onT i hi e Ur Ht li dc icdise if itae raj-e hi nf~ng energy i ith Ii nce a5 ing A.
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the number of protons and neutrons present in stable nuclei are observed

to be nearly equal. This means that the nature of the nuclear forces is

such that when a heavier nucleus is formed by the addition of nucleons

to a nucleus, the most stable configuration is attained when the addition

is such as to maintain the approximate equality of the number of neu-

trons and protons.

If a light nucleus is formed with a large disparity between the number

of neutrons and protons, the disparity will be reduced either by the

emission of nucleons of the type in excess or, in some cases, by the

process of beta decay. For heavy nuclei, the effect of the coulomb

forces is to render the most stable those configurations that contain

an excess of neutrons over protons. The neutron excess increases with

increasing Z as the coulomb effects increase in importance. Thus U23 8

contains 146 neutrons, but only 92 protons.

3.3 NUCLEAR FISSION

Because of their lower binding energies, heavy nuclei are unstable

against spontaneous fission into lighter nuclei. Thus referring to

Fig. 3-1, we see that the binding energy per nucleon for U2 38 is about

7.6 Me', while for A = 119 the corresponding value is about S.S Nie\'/

nucleon. Hence, symmetrical fission of U23 8 should yield about 0.9 MeV,/

nucleon, or a total of about 215 Nle\'. In spite of the large amount of

energy available for release in the spontaneous fission of U2 18 , the

process is very slow. The lifetime of an isolated 11238 nucleus is

greater than 109 years. Even this lifetime is determined by the rate

of alpha decay, i.e., the process 92U 38 ,9.Th -i3lo 4.3 .MeV, rather

than by the rate of symmetric or near-sy"mmetric fission.

The stability of nuclei against spontaneous fission in spite of the

large energy available for the process retiuiLt. fiom the fact that for

fission to occur, a potential barrier must be penetrated. The process

is similar to that of alpha decay as described by the well-known theory
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of Gamow (Ref. 3-1); indeed, alpha decay of heavy nuclei may be regarded

as a case of highly asymmetrical fission. In this section we present a

semi-quantitative discussion of the fission process. Anyone inter-

ested in details should consult the excellent review article of

Wheeler (Ref. 3-4) for more complete information and a more exten-

sive bibliography.

Even though heavy nuclei are so stable with regard to spontaneous fission,

i.e., fission in the absence of an external perturbation, the possibility

of fast fission still exists and may be realized if the nucleus is per-

turbed in such a way that it gains enough energy to overcome the potential

barrier. One mechanism for providing the required energy is neutron
I.

capture, and that is the process of interest in the present context. We t

have already noted that the mean binding energy per nucleon in a uranium

nucleus is of the order of 7.6 Tch. Therefore, we might expect that the

addition of another neutron would provide several NteV available to sup-

ply the energy required for fast fission, This is indeed the case;

neutron-induced fission was first observed by Hahn and Strassmann late

in 1938, and is the basis for the design of fission weapons and nuclear

reactors.

The addition of a neutron1 to a U2 S nucleus yields about 7 MeV of bind-

ing energy, The height of the potential barrier in uranium is about

6 MeV, so fission can be, and is, induced by the capture of slow neutrons.

one might expect that this would also be true of 1JU , but this is not

the case because of a peculiarity of nuclear forces that we have not

yet mertioned. When a nucleon interacts with a nucleus, the interaction

is stronger if the nucleus contains an odd number of nucleons of the

type with which the interaction is occurring. Since J2 3  contains 1,13

neutrons (odd) while U 2 3 contains 1.16 (even), slow neuttrons interact

more strongly with Ui' " than ith U 'Fi.le .ci tat it'l elcgy ," tine

compound nucleus formed by adding a neutron to U2 38 is only about 5 Mc\',

or ahout an MoV below the fission threshhold. l hcreforc 1
2 38 does 1o1t
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undergo fission under bombardment by slow neutrcns, but will fission

when bombarded with neutrons having kinetic energies of the order of

an MeV or higher. In t'is connection we mention that the mass 239

isotope of plutonium, 94Pu 23 , also contains an odd number of :neutrons,
and fissions under bombardment with slow neutrons. Ui, [; 3 and

Pu2 39 are the materials of greatest practica! importance from the

standpoint of nuclear weapons design.

When a nucleus fissions, it breaks into two lighter nuclei having

approximately equal mass numbers. The most probable mode of fission

is somewhat asymmetrical, however, and the fission fragmcnt mass dis-

tribution curve has the characteristic double-humped form shown in Fig.

.2, where the distributions for U2 5 undergoing fission induced by

slow neutrons((thermal) and fast neutrons (14 MeV) are shown. The

integral of each of the curves inl Hg. 3-2 is 200 percent, a convention

adopted to reflect the fact that cach fission yields; two daughter

nuclei.

Since the ratio of neutrons to protons in stable (or metastable) nuclei

increases with increasing Z, the fission products have an overabundance

of neutrons. So great is the neutron excess, in fact, that during the

fission process several frec neutrons are emitted in addition to the

heavy fission fragments. The number of neutrons released per fission

increa:;cs approximately linearly with the kinetic energy of the bom-

barding neutrolj. For u2 35, on the average abotit 2.4 neutrons are

releuscd in fission induced by thermal neutrons, whereas the corres-

p)onding neutron yieold is about .1.5 per fissioni for reac iulls i .dLkcod

by 15 Mc\' primar>' neutroni.i. The I'Lt neutron f'i.siul yields fur

thermal and 15 MV neutron primlaries are about 3 and 5, rislctivtcly.

Fol' U 16 the numher o1" prompt nitrons per fission is about 2.1 ncar

thiwrs hold ( M k ,) and ahout 1.5 for 15 'McV pri :y leutron- , The

til('an nu mber of* prompt neutrons i .SL no L'ed hv , 1 .: additional1 data on

this q'.an'ity aiiic girthi ill RiL'. i-:1, Th, r 1 nltuhel" of prolult lt ut oll.

ill a particular cvct dcpcnd:; oh the" Ita t of the ]issiom fon ra)'.1 lts,

as; discussed ill I{'
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The overabundance of neutrons in the fission product nuclei is only

partially corrected by the emission of prompt neutrons during the fission

process. The daughter nuclei still have a higher ratio of neutrons to

protons than stable isotopes of the same atomic weight. After fission

and the emission of the prompt neutrons, the subsequent approach to a

stable neutron-to-proton ratio is effected primarily through the process

of beta decay. (A few cases of delayed neutron emission also occur and

are discussed below.) Since the beta-active species are neutron-rich,

virtually:all of the betas emitted are negative. Thus a single beta

decay has the effect of increasing the number of protons by one and

decreasing the number of neutrons by one, while leaving the mass number

constant. It is these transitions that account for the delayed betas

emitted by fission fragments. The probability is high that the daughter

nucleds resulting from beta decay is born in an excited state. Mhen this

occurs, the excitation energy is radiated away in the form of gamma rays.

The crude estimates made above n;ave 215 MeV as the energy, yield from a

fission reaction. The actual mean yield for fission of [1235 by .Zlow

neutrons is more nearly 200 MeV., The energy partition, as given by

Wieeler (Ref, .3-4) is as follows:

kinetic energy of fission fragments 168 MeV

prompt gammas

prompt neutrons 5

delayed gammas ,

delayed betas 6

neutrinos 10

alpha particles 0. 04

delayed neutrons (). 008

Total 1 MeV

In addition to the energy released by fission, some gamma rays are also
-adi i ite ! a r"su.t of th " r c io ,, ; .. ,,, , ! ,. a i . of

the time dependence, spectra, etc. of the various radiations are discussed

in following sections;.
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3.4 NIUCLEAR FUSIONf

For light nuclei, the possibility of fusion to form heavier nuclei ith

the release of dnergy exists. The fusion reactions with which we are

concerned here are:

12+ H2 l- te 3 ,M,-eV \

112+112 - l3 +111+4.0 .NeV

3 2

II +1t -* tte"+n+l7 .6 MleV I

11 H lie +2n+1l.3 MeV

n+Li' l i3+4.8 ,MeV

where the yields of the various reactions are those deduced from the

nuclear binding energies given by Wapstra (hcf. 3-7. With the excep-

tion of the last one, all of these reactions involve two charged parti-

cles in the initial state, and therefore a substantial kinetic energy

of the reacting particles is required to overcome the coulomb barrier

between them. 'The last reaction cannot be self-sustaining by itself,

however, since it does not replace the neutrons consumed in the reaction.

To estimate the height of the coulomb barrier to be overcome, we assume

that for separations greater than some value CL the coulomb forces

dominate the nuclear forces. Therefore the interacting particles must

have sufficient relative kinetic energy to surmount a codloP- potential

barrier whose height is of order ez where e is the electronic charge.

feuterors are very loosely bound and concequently have a radiu; consider-

ably larger than the range of the nuclear forces. Although the radius

of the deuteron is an ill-defined concept, it is sufficient for our

purposes to take it to he 10-13 cm, and the value of a to 'c twice

the radius, or 10- 12 cm. Then e2/a - 150 kc', and for reactions to

occnr at their maximum rate, the kinetic energy of the particles must

be of this order or greater.

' c ilC rY ' IT r ';isicl In ZI i-' )j~ react iol ;niti;ill :)J W ..,M as kiii c i

cncr ,
V 'n: tht' rec: t ioil u l'oud t s * rsidiili cxc ittat oh(" product
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nuclei being negligible for most considerations. The final states of

all the reactions listed above have only two particles and therefore

the energy yield is divided between these two particles in inverse

proportion to their masses, since by momentum conservation both par-

ticles have the same momentum. Thus the 17.6 HeV released in the

third reaction appears initially as 14.1 MeV of neutron kinetic energy

and 3.5 NMeV of He kinetic energy. The neutrons released in this and

others of the reactions listed may also interact with Li6 , if it is

present, to produce an additional yield of 4.8 MeV per neutron.

To compare the specific energy yield, i.e., the yield per unit mass of

reactants of fusion and fission reactions, we recall that about 200 MeV

is released in the fission of U2 S, so the yield is about 0.85 MeV per

nucleon. As an example of a fu.sion device, consider a system consisting

of pure deuterium (12), and assume that a self-sustaining chain reaction

can be made to occur. The branching ratio for formation of II1 and Ie3

in the collision of two deuterons is near unity (Ref. 3-8) and therefore

the rates of the first two reactions are near'ly equal. 1he concentration

of II is determined by the interplay between the second and third reac-

tions. The concentration of 1I3 will rapidly approach a value such that

the production and loss rates are nearly equal. Thereafter the 113

concentration follows that of 112 as the latter is depleted by further

reactions. Of every five deuterons initially present, we expect that two

will be consumed in the first reaction, two in the second, and one in the

third (by reacting w3th the II3 produced in the second). Thus an initial

mass of 10 units produces a yield of about 25 NeV, or 2.5 MleV per nucleon,

and the specific yield of deuterium fusion is about three times as large

as tLat estimated above for U or Pt fission.

3.5 CONCEPTUAL DESIGN OF NUCtEAR WLAPONS

3.5.1 FISSION WEAPONS
r-

Ihe po!Siilit y of a self-sustaining chain ot i I ;or, react ivn, I

a c)l I et ion of I i >sionahle n1uc lei st -ris froml t!]c fi:t , mC tioned ab1ove,

th t for c.very n.utrn absorbed to prndui ( fiss oll s c",vcral ,dditi, r:l
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neutrons are emitted. Thus there is a multiplication in the number

of :-cmttrons available to trigger fission, and one might expect the

rate of tission to increase exponentially. On the other hand, several

other neutron loss mechanisms compete with fis.ion, and this tends to

decrease the multiplication factor. If the multipii(.ation factor fail.

beloW unity, the reactions are not self-sustaining, arid both the neutron

flux and the rate of fission tend exponentially to zero. If 1he multi-

plication factor exccedI, unity, the neutron flux and fission rate, and

lt;:; tle rate of' release of enocgy, incrase exponentially with time,

and an txplosion occurs. If the multiplication factor '. unity, neu- V
trons are replaced at the same rate the)' are los;t, the neutron flux and

IJ:; sion rale rclna in cons tant, and vnergy is released at a constant rate.

The l at tel si tuation iS thalt whiich obtais in a nuclear reactor, where

controis are introduced to maintain the neutron multiplica tion factor

In dciiigiling :, chain react ing device, either a reactor or a wcalpon,

ti, .- :ij ol IltIi't 1- ol I tSechaiii ll-, not leading to fi ssion must be tikell -

I , t o ;Ic coun t . I ..e loss nilchalnislin.; o: interest ac:

1. * .:;CZI]) o1 Iillltr tols t'll'ot'gh tle W . of the (lI c.

A. I lrOll Capt L re 1101 rLAtlltill, iI fi-sSinI.

I l l:lst i" scatter i nl, .l :h in th cast of iSotols ) it h a i Ili-
roli ' .. i ; ''l' '.. hcs -l , ,. . 112": reduc H'tC cllt' -1. 1 |Lv

,11 ;In in 'it iaillyi t l tlt Tll t',t lI' H ! I N the; thl'-ShOld, ;

l I" t I-" ! II. lo ' h:,ls' t' C i ,  inl -Iic CS t at th1t')'L is, a cr1iti al .111

o," l Ii 1 1 wthl m tL.-I Ial I " 1 , 1111t i F tlhc mass- '.aj Iihlv j-I: lc'; thzl n t[

O IL. % lI I Z~ : .,it :. il cL- ; I 1 rc."lc t i('n -;Illl lo t o .' ' l '  o ,"i : ; l l . ,; p ,

I, t ,:l ",,l ( ::~ , 1 I w tl~ 1.1,42 tl . r ;I ~ i [II M C;CI I i l ,,c . M- : it !11 aIt I -
'.~~~~~~ ,I: thlu, lt .i I(. 'l;-;) t( |i. ll/ ihel ''" f l l " . 111,
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on the average It will be absorhod and result in figssion if W;l>4-J', but

if Af>>R, most of the neutrons escape and the chain reaction is daymped

becatuse of the neutron loss. Thu average kinetic energy of thc neutrons

released in the fislm of U2 35 is about 2 Mek' (Ref. 3-4). For U' 1

N -5,1O 24 cm',. and the fission eross soction for 2 MeV neutrons (Ref.

3-S5) is *1. 3 barn (I barn , 10" " cm2% . louni.c % '.. IS cml, .0 onle

%ould expect a spherec of L2"~ with Ii> 15 cm to be stipercritical.

In the abov'o argimiunt we Aave neglected thc role o ol iast ic Mcztteri np In

trapping the nekutruns. The ,icatterinug ci~oss- sect ion is greater thanl Vic

fission croiss ection, so on tho averape a neutrci is scattered several

tinics before produc ing f iss ion. Ihe scatter ing is niearl y iso~tropic, so)

the neutronsi perform a rndoiii iwa 11. After n1 sca:t tori ngs% they banev tl-vle(d

a total di stance n; S, but are only di splaced a distance n I? froil the] r,

point vf origin. 'Fhc numThc- of i~atr sg~ !'fr 1w 1= Ji

The neut ron wil1 he absorbed he forcecap1)ing i f It *' ni .

112
l or 2 %Ir' neutrons, *f - ,So thle raldi us o01 1

barvly critical sphere of Ui'~ is reducd to about 1) c i and the cIi' t i cali

mass to about S0 kg,

The second netton l oss niec hanii sin, caplturec iiot restult i g j n fi ssl ,11 , I Iso

effect ivelIy dccroa ses th he lut rohi mu11.1t i I)1 i Cat i0on I'ac tor, '1h1 Cap

pijoceSs of greatest inulpoltalice is the Inl,*l I Veact ian ,,, ai react i ('Ji

where at neutron is cafl'tur-ed I'to lon all UxC tCd nih 1 clis lh uch thenl radI -

ates its ceutzit !n energy iaway in the formn of ganiai Ias or -, 2x;, i~jpI L

the coi'5 sectil I~~j hr i:, .- (-, - ' i l l (1, 1.1 i'i 05 oimiaie ;- %-it h

the fis;sion ci-oss sect ion of' I barn-1 fOY I 'leV 1nClt -Ins . hs ioI te

percept of the neuLtrons are.C lo' t in thc (n ,j rc:c,:t: oil.

Ibe- thli rd 1iS II~l~I i t CelI! i r to dc!; 0 thle iIC C f-tijVI-- 1itl'll iI
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cross sections, so only a small fraction of the neutrons arc degraded in

energy by inelastic collisions before being captured in a fission reaction.

Second, since the fission threshold energy is zero for these isotopes,

even those neutrons that do get degraded can still trigger fission, and

will do so unless captured in an (n,y) reaction.

rho effect of inelastic scattering on U2 36 is quite different from that

on u235 and Pu2 ". The inelastic cross sections for MLV neutrons on

U2 38are much larger than the fission cross section, while at the same

time U23  has an effective fission threshold energy somewhat above

1 me\'. Thus MeV neutrons introduced into U2 3  almost certainly fall

below threshold before producing a fission, and a self-sustaining chain

reaction in pure U23  is impo:;sible regardless of the mass and dinien-

sions of the mzterial. This fact is of the utmost importance, since more

than 9C percent of natural uranium occurs i n the isotopic form U2 3 -
, and

P123 qis so rare in nature that the only practical method of obtaining

a sizeable quantity is by neutron bombardment of U2 3- , which produces

Pu 2 3 9 through the reaction chain U 2 3(n,y) U2 3 9 (-) Np2  (I ) Pu 2 3 9.

Lach neutron produces 2.6 additional neutrons when it is captured in a

fission reaction, but is lost itself in the process, so the net gain

is I.,; neutrons pcr fission, atnd losses bv' escape and c;ipture low r this

still farther, say to ahoat 1.5. If r is the time of flight of a

netron between production and capture, therefore, its average rate of

producing n1etutronS is 1.5 . Thus, the variation of the neutron density,

n, is governed by the differential equation

di
.. . d (,3-I)

0 For an init.l n eutron density n . the solution is

n .n.-.c - c (3-2
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The velocity of MeV neutrons is about 109cm sec -1 . If the density of U's,

nuclei is N -6x l022 cm- 3 and the fission cross section is a f ~ 1.Sxl0-2cnM 2,

the time of flight T is

T - 1 10 8 sec (3-3)

Thus the time for the neutron density to increase by a factor of e is

-10 - B sec, and the time for complete fission of a supercritical mass of

U2 3 s , assuming only 2 NMeV neutrons are present, is of the order of a

microsecond. Because of the exponential nature of the energy release,

however, most of the energy is triggered by the last few generations

of neutrons, -. 4., in the last few intervals of length T, so the bulk

of the energy is released in a few shakes (1 shake = 10 - 8 sec).

From the foregoing discussion it is clear that a self-sustaining fission

chain reaction is pcssible in principle. Before such a reaction can he

attained, however, a number of practical engineering difficulties must

be overcome. Substantial quantities of U2 3
5 or Pu 2 3", must first be

obtained. None of these is readily available in nature. U2 s does

occur in considerable abundance, but must be separated from the U238

with which it occurs. This is a formidable task, since U2 3 5 constitutes

only 0.7% of naturally occurring uranium. One of the major accomplish-

ments of the Manhattan Project was devising procedures for separating

U from U2 38 in sufficient quantity for constructiihg the first nuclear

weapons, and for building reactors in which Pu 2 " could be produced by

the absorption of fission neutrons by U2 3 6, as discussed above. At that

time the word tuballoy (lu) was coined for naturally occurring uraniun.

and orall v (Oy) was used to denote uranium in which thc 1 I" S content

had been cur ichcd . 'lbtSc words Still have S o.-.c Curre cv , plarticuliarlx'

in the nuclear wcapon.s comiuniitY.

Once a ,ritic.al Puss of fissionable material has been acquired, a second

practical problem presents itself. The reactions ', iil not be self-

sustaining u.les:; .i s-upcicritic il mass is a.ssemrbled, but once t--cmbled,
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an explosion can be triggered by a stray neutron. Since free neutrons

abound in nature and are difficult to shield because of their electrical

neutrality, the critical mass cannot be assembled until the actual moment

when the explosion is desired.

An important consideration in the problem of accomplishing critical

assembly is the fact that the critical mass depends on the density of

fissionable nuclei. An increase in the density decreases the critical

mass. This follows from the fact that the probability that a neutron

escapes from a sample of material having a given mass decreases with

increasing density of the material. If L is a length characterizing

the dimensions of a sample of mass M, the nuclear density varies as

ML- , so the mean free path varies as - The distance that

the neutron must traverse in escaping increases only linearly with L,

so the escape probability for a given mass decreases with decreasing L,

i.e., with increasing density. It follows that at higher densities

the critical mass is lower.

Two methods of accomplishing critical assembly are commonly discussed.

In one method, two subcritical masses are brought together to form a

critical mass. As soon as the assembly becomes critical, however, the

release of energy begins, and the assembly tends to blow itself apart

before fission of a large fraction of the nuclei can occur. Therefore,

the subcritical pieces must be brought together very rapidly. This is

done by explosively t'iring one of the masses from a device similar to

a gun barrel in such a way that it collides withl the other mass and lie

combination becomes supercritical.

Thie second makes use of the fact that the criti cal MISs decreases with

increasing density. Thus I :'l ightly subcritical mass hecones crit ic;l

when sufficiently compressed . Tle compress ion is cffected by det on a lion

of a :ierMicai LXpiosiVe, FUI .. u,,pc. .i . ,A11rica- sc1li ,1f hi Ch 'I e l '-

si ke coilId he placed around a, sphere of 11 or Pr I B J lv i udi c i os

choice of t lie exact coit"'gut ion mihd the lm.,nel in which the Xlplo i vc
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is ignited, a strong i;nploding shock wave can be produced in the fission-

able material. The compression produced b~y the shock call be !,ufficient.

to make the system go critical, and a nuclear explosion occurs.

Both methods of accomplishing critical assembly are very simple conceptu-

ally, but it is clear that great care and sophistication must hec cxcrcised

in their actual design if the devices are going to be both sa~and

efficient. One practical problem was mentioned above, namely the; tenduncy

of the fissionable material to expand arid become subcitical !'efure mnuch

of the energy p~otentially available is released.

A second p~roblem is prevent ion of the loss of rl(ut rons frum ile If :Vt41

Neutron loss decreases the net Hiultiplikcation fato .. ae

above, thus increasing the t ittl required for thle nuclcar' burn to occur

and complicating the problem of mit igatinug tile of*ec a ldi s I -'sblyv,

Indeed, measurement of r.i provides a uiseful diiagllos'ic tool for ii r

inining the effic iency of* various duvi ccvs. [hi l oss of' iicat ronwj-

minimized hy surroun11d ing thle fi S. iOIH HIMC11-;i r'll twith I a hikcid to !,~i C ;III .3

neutrons attempting to escapc back into the realct ion reg oJn. ]hi sli, hI d

c."l IVd The tamnpCIr, i S fl-OqucnmIl Hadc of i' and ';Iydd to tlc N.J Ii d I

thfe Jdev ice by v ir tuLe ol f i 1y1:14I' v l

To ga I n ;o;;;c idea U: t:-. CI C iC; lc :- ;I ta L]3 LI L

Wcullols, jWe note otir p rev i Os cSt ji11110 c 0f 1' C it Ic I rda: 11.; mIld iCA It vd thtt

-I bare IvCr it ical ass.emblyv woulId hie ;ibolit 9 CmI ill Va;d iis uIth ic I C;I-:

Aecnsitv w~as. ;ssiiriod to bie '/li' Cn II ;o the( kclii jC:I;i iIS Lc041ta4ill ;II
t o h~t I n' 0 Ilic 1i (2 1, If 1A a J . J.4 -11 ; 1 l t ' I I ILIt' t 144S k4' I, 41.- L t

1,9, o r 1 it I-IY a u\J C I il 2 1 11 'IL , t hi t t 1:1 t V 1 ii! ( - 411 Ill C II k' Iu L I I

Fl W, 0 11:L At I P144 t (n t I I t1.I t Li1 t tIl I I' ..il c t I c, I f h

c I-I i i I mi LS S i 1 Cili4' C.1 :,tIl' 111 j t I;Ii I I hC Ls (Nili [I C) 4111 I'l lipil

I~~ ~ ~ Hi'101/ (I



3.5.2 FUSION WEAPONS

The possibility of initiaving self-sustaining fission reactions hinges

on the fact that soms isotopes have large fission cross sections for

slow c:eutrons, so the reaction can he triggered with a relatively

minor energy input. Tle large cross section for slow neutrons is in

turn dependent upon the fact that neutrons are electrically neutral,

so even low-energy neutroiis can easily penetrate the nucleus and enter

thr- region where the strong, short-range nuclear forces come into play.

In contrast to the neutron-induced fission reactions, the rate of

fusion reaction:; is inpeded by the coulomb barrier discussed in

Sect ion i.l 1 Because of the coulomb barrier the average cnergy of the

fusion reactants must be high before the rapid release of energy by

fision can occur, A high overagc energy imlplies a high effective

tempcrature--he'ice the term 1.hermnonuclear to describe devices that

release energy b' nuclear reactions only after haing been raiseo to a

very high temperatur.. The temperature required is considerably lower

than th. 100 kV one might guess fron the coulumb barrier argument,

both hec'ise of the fact that the cross sections fall off rather slowly

with dccre asing energy and because only a :.mall fraction of the par: icles

in the high encry tail of the energy distribttion need be energetic

cnough to react.

To estliiate tic temF, erature required for significant energy release by

lIon11 , First not(, th;at once the reactions have been initialed, they

SlSl.t lIWOtceUd rnpJdlY Vc1onigh to overlba l lce etlrgy los.; by the .'tc,

;ilcc' otlirrwi :so tle. teillterature .ill f:,lI, tie reaction rate %,iJ l dc-

,reasc :)ccordingly, and .,ool the reaction., will effecti,'ely cea.,.e to

oc U. [h Ih;te q at which re'ct inns ocCttr is

t _(,v/ N1N: (ril~ se ;c ) .-I ).

'A'))(' 1 1Ild N? I I t 1L' IM 11 i V C I I it i C'- of t 11 C.1 C t i 1Il '>



is the mean value of the product of the reaction cross section and

the relative velocity taken over an appropriate distribution. If

the energy release per fusion is Q(keV), the rate of energy generation

is

d_ = O)NN2 kVcm-3 sec~l) (3-5)
Kay> NjN 2Q (keV eYOSd t

where E denotes the energy density within the reaction volume.

Next we assume rather arbitrarily that energy losses dictate that C

be doubled in a time At of the order of a shake. The criterion for

reaction, of a large fraction of the potential reactants is then

dE:
d- 't > c (3- 0

or, assuming NjNzN, and an equilibrium distribution at temperature

T so that E ~.NkT,

<KV) NQ.Ut > 3/2 kT (3-7)

As an averagc encrgy rccazcpr :usiwm, assume Q 10) NMe% 10 lOkeV,

and take N -- 5A10 2 ' cUI - 3
, corrcsponding to the density of liuuid

hydrogen. Then if 1'k denotes the temperature expressed in keV, the

criterion is

>IK@v> > 3' -0- 9 1"k (3-s)

In dcrivin thi; expression we have ignored the fact that some of the

energy is converied to thermal radiation. A proper accounting of

energy ould !zad tco tlC r xIuircncnt of somewhat higher temperatures

than those interred from thil L t kion.
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The rate constants <Gv> for the fusion of duoiterium and tritiuml (DTi)
and for two deuterons in pure diciiteriut (1[ji) are shown ini yIIY C

for equilibrium energy distributions. At low temnperatures thle rate for
the DT reaction is nearly two orders of magnitude greatcer than that for

DD because of a resonance in the [YT reaction at about 100 key, !%ccord-

ing to the previously wrTitten criterion, the critical temperaturvi; for

initiating self -sustaining reactions are about 2.5l and Z2T kevk for D'
and l)D, respectIvely.

E~ven temperatures of tile order of a kcV. are not easily attainable.
flowever, as pointed out above, temperatures of this oz-Jer arc aQhicved
in nuclear detonation!;, which opens the pos-Oi it>' of i gnit inig

thermonuclear device with a fission dovice. This is thce iethod useud ini

thermonuclear weapons, where a fission device is detonated to heat a
mass of light elements to temperatures sufficicntly high1 for a sel f..
sustaining thermonuclear reaction to r'CCLrr, i some cascs, vdhere the

presence of fi ssion fraigrrnt s may hie couidt-reeri i import :lilt, theL

ent ire dev icce may be encased with 1173 IJse add it ioal e.r vi ib e ratv~d
in the fission of U21"~ by the fart nout rons produced in tile 1Ins iosn

react ions.

3.6 IIE.A.P.O: OUT.P.JT.S

A d istinct ion must he d rawn bet wcon t hc formr i wh i ch thle cne rlgy fr til

a nuclear detonation is originall>' releascd In the variou.- reactions
and t he forin that it has as sumesl by tihe timrv it ha'; e scapled I lie Iji111L.Ld I-
atu vi ciiitY of the hurst polint anid has heguri to int eract wit i the
Siurroundi fig mediuam. Inl bath Mid .lh I*Li oI I T A~ Ct itilis , Iutist (i1' lilt-

cnergy initi Ily ;lple~irs a>.- k net iK euII4rgy of f lue eitatl IltdiI

Ic rangcs oi- the reac:t io air iodmtit S ire- ;0 >1ii , ~ie'I thit I11uk

rapidly> lose their e-nergy inl cul I isions %witl oIi thmc)lptla C(a~~I(It ul lilt

warhead and its misotiIated pa~rlihernml I am, mudJ 1 teV elry ; V i

in hecat ing the entir ic omp lkex



'rho details of fission fragment energy distributions, etc., are there-

fore of little interest in the present context. vve note that the energ)

per nucleon of the fragments is slightly less than ii MeV, corresponding

to a velocity of ..101 cm soc''. The initial chorge on the fragments is

15 - 2Ue. but this is rapidly reduced by recombination as the explosion

proceeds. Recent data on tOe properties of fission fragments are con-

tained in Refs. 1-2 and in 3-9 through 3-12,

3.6,1 FROMPT NEUTRONS

We have mentioned that the prompt neutrons released in fi r4,ion have a mean

energy of about two MeV. According to Terrell (Reference 3.15), the aver-

age kintic energy Lk of the prompt neutrons is given by

S- 0,75 0.6.S(v]) (McV) (3-9)

where as before v. is tho multiplicity of prompt neutron. from the

reaction. For J'" 5 and ll'u9, this formulan gives meain kinetic c'nergies

of 1.95 ind 2.02 MeV, respectvely, and ;a total of about 5 McV/fls:ion in

neutron kinetic energy.

Fusion reactions lilurate neutrons with Init l l energi es ranging from

somcwha t below an NMLV to 14.1 ieV. In contrast to fission reactions, a

l1 ge fraction 1" tihe energy I:- vu led by tile j)rotiipt , icut runs. As with

tihe 'siol lilt ions, howe%,ver, the i nteiisIty and spectiiun of the neutron

flux esc'pIjilg to grealt dlstances dcprdl critical]y on wv,,. JVs ign.

(;L'i L' I y Msplelki , onc would CXlI(.t th', culcIVgy di:.trihution to ralge

from low vnurg.i s to 11 N1WV. 1'h1w envrgy yield ill mwitvntror. tolild he of

the or f' o : t 1lt t1' of iellt if th(. lot:1 f'ol. I Oll .'e;uJpol)S and I

I'V.i cul th. Of' 1l11 tlt;l I 'o!" t'l iOll we I i)n .;, III t lie f rillel ciase tie Ii.'llt l'll

'll. ite:, wolild ho., Al IiM ;I lew kh'WV, ;1l ill it t l r tieWold (,xtc lld pill ti

1.1 ,oI'V, M i'. I )i'c. I se d c V l iii il tlls 11515 "f lh ilit I oln y' I LI )' I * s)cr I f I c

dev i cv:t (;ill i n' J IIic by, f, i c'i d 1c,;i.,S1 i'V, ii. t :i 01 C i I it Vd by' V l li'ia tc

nich i lit, kI 'd h 11;i t cOill I ii Ide' Lir i 1)t ioin.; o dC i,'ikc di :;;i,;i iih I ;ild 1ieilt I'(il

1 r'ilispo it I 7



3.6.2 PROMPT GAMMAS

Most of the nuclei produced in fission reactions are left in excited states

that radiate prompt gammas. The gammas produced in this way are of little

interest, however, since almost all of them are absorbed in the explosion

debris and virtually none escape to great distances. The prompt gamma data

shown in Figures 3-13 and 3-14 are included here only for completeness.

The prompt gammas that escape the debris are actually those produced by

inelastic scattering of neutrons. To escape, the gaiinas must be produced

within about one absorption mean free path, or about one cm, of the debris

surface. The cross section for inelastic scattering is of the order of a

barn and the debris density is . 12 3cm 3, so the probability that an escap-
ing neutron produces a gamma within one gamma mean free path of the surface

is -.10- 1, and the escaping flux of prompt gammas is about one tenth that of

the prompt neutrons. The gammas produced have energies of the order of an

.MeV. Thus, M$eV and 10-NeV neutrons convert about ten and one percent of

their energy to gammas, respectively. The prompt gamma energy yield inferred
from these estimates and those of the preceding secticn range from hundredths

to tenths of a percent of the total yield, the value depending on details o,

the design of the device. Prompt gammas provide a useful diagnostic tool in

field meas'irements for assessing the performance of nuclear devices, and

produce the electromagnetic pulse observed in some high-altitUdo detonation.".

3.6.3 PROMPT ALPHAS

When fission of U2 3 5 occurs after capture of a slow' neutron, an energoctic

alpha particle is emitted in aihcut one out of every fi'e hundred events.

The energy distribution .)f the a1phas peaks at about IS Me'.', with maxi-

mum energies extending as high as 29 MeV. The total eneri'" involved in

a lpna tiecily is quite bldi. i ld '. ri ot .... .... ....... .n t,,

so they are gelera Illy neOujected in weapons effects calculation-.
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Figure 3-4. Prompt gamma energy spectrum from fission of

U235 (Ref. 3-13).
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7I
3.6.4 DEBRIS KPIETIC ENERGY ANDI

THEW-IAL X RAYS

Most of the energy produced in the elementary nuclear reactions dis-

cu.ISedI above appears initially as kinetic energy of reaction products

and is promptly lost in collisions with atoms in the surroundings of

the warhead. These include the remains of the chemnical explosive used

to initiate the nuclear reactions, the associated electronic equipment,

the structure of the missile, tower, balloon or other) dov ic errie

and an), other material in the immediate vicinity of the burst point at

the tine of detonation.

The energy is released -ind deposited in a vcry short time, say a few

shakes. [During this interval some of the energy is transferred to

the electromagnetic field in the formi of thermnal radiatior. By the

ti!!!e the vn(ergetic reaction products have shared their ecergy with the

par-t iclos of the surrounding struIcture the avcrage velocity of all the

part i.les is at neost -108 cm sec1 for typical yields and miasses, and
is aictua~lly> considerably less becauise much of the energy is now in the

L lectromnagriet ic field in thQ form of therina1 radiatioci. With these

vel)citics vcrY little motion of the mass of debris cit occur in a few

shzi Ies, At this stage the radiation is trapped in the interior by the

opfk(Itic surrounding debris.

After a few shakes the configuration resenihies an enclosure fil led with
:iery hot gas in or nerequilibrium with the radiation field. Thc

rad ,i at ion fieIl di ffziss thlrough thc outer layers of the end losing

:1Iat cr il , the raidi at ion tr-olt vv'citua 1ly reac:hing the surface, ot which

i::ll fraction of the totail yicld is radiated Amay as a pulse

kit' thciiimi x ra F he thine intecrva 1 occupied by the radi;it ion, the:

cta di .ti i hnitioji of the x rays,, and the total energy radiated aiway

ill tInK jIIl seL a1 II pIld onl the yield to mlass- ratio Of tVlf 1eaponl anid its

siainind igs, nid Oaficr t eta C weapon designi and lO1nfijurnti onl.



During the time the radiation field remains trapped by the debris the

whole mass of debris experiences an outward acceleration as aresult

of the pressure being exerted on it, an important component of which is

radiation pressure. By the time the x rays have been radiated away, the

entire debris cloud is expanding with a velocity of 10' to 108 cm sec-1,

the exa(ct value again depending on weapon design and configuration.

lor man' purposes it is convenient to have available a model of a typical

weapon. We present such a model below, but iciterat! th-at all oF the

values quoted are subject to wide variation. T"he model is:

rVt-bris kinetic energy 500%

X-ray yield 45'

Delayed radiation S%

Debris expansion velocity l07l8cm sec 1 3

X-ray radiation time <l0-6 sec

X-ray spectrum I k eV blackbody

Prompt neutrons 10-1, - I1%

Prom.pt gammas 10- %' - I ()

wherc Y is the totail yield of the weapon and NI is the total maiss par-

ticipating in the expansion. Some results of more detailed estimates for

speci fic cases have been given by Hrode (Ref. 3-16).

3.6.5 DELAYED BETAS

Fission fragments are exc.,ssivelv rich in neutrons, as noted in Section

3 3 on seq Ici aty thy arc unstable aigai nst beta dJecay , and t yp ica 11 y

undergo several dcavs before -1riv ngO1, 2aC' n fIT a'urat iOn.

[he daugh t r u IcI pr)oduICed by), decay aeSeCdM formed in their

ground staltes, So a5'.octted Withl Cav il :! der;........ - 1 P

or' More Y rays,- anld ih a1ft rare- inlstances, aI neCutron. This rod i at ion

s termcdl Lie) aVed beC .IMIs it pe vs ist s to ve ry late t it mes alfter fiss ionl
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The Persistence of tthe delayed radiation steins fromi the weakness of

the beta interaction and the correspondingly long lifctimes against

Sdecay. The lifetimes for the emission of gammas and neutrons are

so short by comparison that their radiation can be considered to follow

the 3 decay instantaneously. Thls the entire time scale of the delayed

radiation is determined by the rate of P decay.

Several betas are radiated by a typical fission fragment before a

stable configuration of the product nucleus is reached. Accompanying

ever%, beta radiated is a neutrino, which on the average carries some-

what more energy than the beta. Since the interaction of neutrinos

wi th matter is so extremely weak, however, they produce no easily oth-

-evai effects andl are not further considered here.

To characterize complettely the L radiation from the entire enasemhle of

fission fragrcnti,, one requires the energy distrilhutio- rf the betas

as -a fucinof time. These spectral -temporal distributiC-ns can in

principle be determined either experimentally, theoretically, or by

s;ome synithetic: method based upon a inixture of theory ondc experimental

data. All three procedures hay e been employed, and all give results

that are at least qual itat ix. l v consist unt with )o apct her.

I he earlijest attack on thle problem was that of Way and Wigner ;ioc 34IS

who as suruocl a Ii st ri hult io Of t ss ;';oi fragments, SinMiie Ove r the Var iou s

icc ay chains, and arrived at a det ermninat ion of hoth ii bta and 'mi

activity. It was in their work, that the -variat ion of rodJiated vamina

power~ as t w~as first observed. A sim~ lar, but :;impler, -alcu~lor)

was performed hy Cr iffin Rc. -P) W11 i who c lo1ated the rod iat ion fron)

a single decay chain with i)ToP..Irt i~ e6 c ho s t- f it c N P_-r ne n t o dot L for

kLV 3 fi s-ion. By appropijatoariation of thyl 1, tl~inlet rs ch-oricte- Z Ing

thle Chain, hie Wos tiICn able to perfor;i Ca (1lctat f035lP Ci hcrl flisOn-

aible nuclei . Other Keynthet ic ca)ctu at jojim have heien peri'rmed I'v.N

nubr hC--Of workeYS . \nion,, tim e frcqnon tl 1 vqnt Cll ar'ciek in> And K inrg

16 _j



(Ref. 3-24), Knabe and Putnam (Ref. 3-25) , and Heller ot al. (Ref. 3-2-1

Experimental data on beta intensities and spectra have been provided

by Seyfarth (Ref. 3-17), West (Ref. 3-20), Alzmann (Ref. 3-21),

Armbruster and Meister (Ref. 3-22), Kutcher and Wyman (Ref. 3 -23),

Liw and Bj~rricrstedt (Ref. 3-26), Carter et al. (Ref. 3-28) and

'Isoulfanidis et al. (Ref. 3-29).

As the F, decay progresses, thle nuclei approaich more stable configura-

tions. Consequently the rate of c; mi ssion decreases, and thle oreergy

of the emitted betas also decreases. These tendencies are shown in

Fig. 3-6 (Ref. .3-29). The mean ' energy is of thle order of an *leV.

Initially it is about 2 McV, falls to somewhat less than an Mek' hy

1000 sec, and conti noes to dccrce thereafter.

It is frequently os-efK" to hi-lve an~uiltizal fits to the at.

cons iderable spread remains among the various determinations of

decay rates, however, so suhfits cannot be made unamnbiguously.

Furthermore, in practical applications great precision is; scl'lorn re -

quired beccause of other uncertainties. Accord ingl y it seeirls that

thle most important coisiderat ion i n T)hta ini ng fi t s' Is th :t they

should be analytical ly simple, rather than thait thle> pr-oviie an11

ext reme ly accurate fit to one of the severl- di spar~ite sets nt1

dlata

To obta in arlai yt i Cal express ions for the raite (if 1--i ion1 Of beCtas' for

1,3 S , we have chosen to rely onl t1e results, Of Asol fn i et al . iRe f . 5-2P

anid ot cevf~irtli IRof. 3- l-'). .*\cordi ug to tile lurncv, thle total number of

betas per fission i.-; S.±03 I'iile tile Latter gives .('.2front his experi-

menital datjta, and quotes a theoretical v~I 1ue of 6 . 1±0 1 8 evfarth

flIl(1 ssrt thait the inlitial r'ate of emi siOn is'3>) bts

fi ssj on/s c and j constant twithinl he inuterval 0 to 01. 2 sec. AC0un-

pi S.ci ot, :aCyf I th's rc(11t s i th tose of- otter'I %wolkers is Showni

Ill I r -- ISOtlitaIll iIi, -. t Al. , ie ti( dajta shown 1 il .Able -I



-2 10-16s9
10-

-3mi

.0

S10

co

10~

0.1 1.0 10.0

Fnergy (MeV)

Fi(]Ure 3-6. Beta spectru;i from fission of U-
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Time (sec) N (6/sec/flsslon) E (MeV/sec/fission) NO(eV

12 4.2xl102 7.77xl102 1.85I
66 8.15xl10' 1.06x10'2 1.30

204 2.28x10-1 2.524102 1110
960 .llxo-,4.66l0-10.9

3750 1.35xl10' 9.80x10-1 0.73
.1

Table 3-1. Beta decay rates trom~ fission of U"5 by a

pulse of thernial neutrons as Pleasured by
Tsou ifan idis et al. (1pf. 3.29).

Tlhe data for Nin '1 :u11h. N- I can be fit to an accuracy of butter thaun
ten -orrevi~t 13>' the exp)ress(ion N~ * ).5(1+t) - Tis al so jprovidos it

good representation of Scyfarth's data dtiring the Interval 1-11), #cc.

As an apyproximatc fit of suffic ci ct a,:t urac>' for ouir purj'osc , we 1611;1 1

aSSUMe for fission of U..

I 2t-1 .2 t f-))
Tho exisresnion 'o r t :, I( sce w1% choxct'n to agrcc with scyrutih' data
and bccausc' I t 1,i VC-A 11 lic n ut i I ill I V141d lc . T e t al iil't.

Of I)Ct;.1S 0ht :1iied( 11>' i It C'rutt I~ tht!L C jl'Xp II''S i fUr N, I iii l u I-v t)

Infinity Is 1.9, inl goodl ari.omlunt with the v-.Suits4 ut . 'S.yfarth

and 'I 'iful fznidis ct al, -N plot tof iil vxp os L l Q loll togli litj 3 Il ixfl

porlinental datta of seyfartht and ]isoul fainHi di, ot a 0, 1, flow din ):i

lou g(.1t i t to I., t h' rate at Wh ichi vlw -g 1g'4I ci IT It'd olf't* h> flit bt

t. i1S. tnv l I'-atw' I t I -n i l; ll. 1t 1 Il.$l I yyi i 11 I l I I 1 dat.

l'V( 1ii1 Vp, IIha I - I ill till I fit (' Tv;I I
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To arrive at a formula for E for times greater than 1000 sec, we assume
the forn F At-(l+c) The parameters A and e are determined by

the requirements that E be continuous at sec and that ; I- dt = 6.9 MeV
0

the total beta energy quoted by Tsoulfanidis, et al. With these assunip-

tions, we find A = 6.3, c = 0.5. Accordingly, we adopt as a fit for

E-. for U 35 fission products

_ 1.0 t < 0.5 sec
[-1. 3.S l~ ) i

1.65(1+t) 0.5 < t < 1'0 MeV. fissionsew c(U! 3-11)

13.7t - 1. t > 1 3

A comparison of the results from these formulas and the data of

'Isoulfanidis et al.is sho%,en in 51 5-S.

For a description of fission productsZ from other fissionable isotopes,

we ,imply scale the formulas assumed for t " ,  !n tie CSC Of i1

the total number of betas per fission reported by Scyfarth is S.,

as compared with his corresponding value cf 6.1) for [Yi', so the ratio

of total betas is Pu 2 9,'[U''5 0.93. The initial emission rate for Pul"

given by Sev-ftrth is 0.21, as opposed to 0.f3 bet ,s,' s i ow sc or

1231, for :a ratio of O. for the initial activity. Since tie first Qel,

tenths o1" a second arc of relatively :inor i n]ortanue , ic adopt for

0.3 t (.5 sec.

0..1 1-t 1 0. , t 10I bt I:, t'i ion"sec 1 7 01-1V'

and

t 0 o
b 'I l1) 3! I '1 •'

1 1 "t Sl, S

1t.
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o Tsoulfanidis et al
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Figure 3-2. Radiated beta power from fission of
U"': by therinal neutrons.
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I
For U23 8 we take the ratio of total activity of U23

8 and U 35 from the

work of Griffin as reported by Keith and Shelton (Ref. 3-31). For U2 "1

fission by a Godiva spectrum, ('..., similar to a fission spectrum), the

ratio of U"38 to UZ 35 for the total number of betas is 1.15. Scaling

the U235 results by this factor, we obtain for U
23

0

0.38 t < 0.S sec

-1 -10.57(oto 0.5 < t < lW betas/fission/sec (1 J23A) (3-14)

1W.2
2.3t " 1 "  t > 1O01

and

1.15 t < 0.5 sec

13 Il.9( "+t) 0.5 < t < 10 MeV/fission/sec (<8) (3-1s)

11 S.7t'-i.5 > 0

3.6.6 DELAYED GAMMAS

Delayed gammas are emitted by the fission fragment nuclei created in

any fission reaction. The delayed gammas account for about S MeV per

fission, or about 2.5 percent of the fission energy yield. Several gammas

are radiated by a typical fragment nucleus. The radiation of gammas

is a consequence of the beta activity of the fission fragments, and

the beta activity in turn results from the large neutron excess of

the fragments, as discussed in Section 3.3. Unlike the prompt gammas,

the delayed gammas are radiated long after the explosion has occurred,

so their intensity and spectrum are those characteristic of the nuclear

reactions involved, and are not altered by transport through a dense

surrounding medium.

The experimental data for iI2 3 s fissio, by slow neutrons have been re-

-' viewed extensively by Ilolden et al. (Ref. 3-1-1, an extensive hibliography

is contained therein). Data on the rate of radiation from 10- 9 to 109

sec are reviewed in this article, In Figs. 3-9 and 3-10 the data for t mes

of 10 - 3 sec to lVS scc are shown (see Fig. 3-4 for earlier times).
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Gri f fin s iresults (Ref. 3-19) for several nuclei are shown in Fig. 3-11,

where they. iecmped with the measurements of Fisher and Fnrgle (Ref.

v, %,-3)A rif iaso gives results for U2 5 that are in Substantial

.reement with-the measurements discussed by Holden.

From Figs. 3-9, 10, 11 it is apparent that U2 38 radiates considerably

more gammas than either U23 5 or pU2 39. The variation wit>1 tine of the

net rat e of raldiatiin by fragi its produced in the various reactions

is cocnsidcrablv different for the reactions considered. Fits to

:;rA t'scalculations indicate that the gamma energy radiation rate

at tines greater than one sec varies as (1tY' (1-t) 0 98 and

(l~t) 1.3: f 12 !5 , Pu23 9, and U23 8e, respect ively.I

'the mean energy of the gammas emitted is about one Nlie\V, but varies

with time ana tends to decrease with increasing time, as one might

expect. The average gamma energy as reported by several investigators

is shown in Fig. 3-12. Sitlice the photon energy varies with time, the

emitted photon flux cannot be inferred directly from the variation

with time of the energy. However, some measured valueCs are- shown in

Fi . -13.

For simple analytical calculations the U2 ~data of Hlolden et al . are

fit with suffioient aiccuracy by the folla:-'ing formulas:

o.8t < 0 . sI

I; (.S(+~j101 < t < I(J Ozc '~,f:ioe (3- 1i

t > 103 Sec

o"r comipiri scnr SeveralI palili N oints '1Ie Shown ill Figs. 3-9). 10.

Integration of these Corrnulas gie 2MeVfi ssion for- thle total

cne rgv ra di ttc(1 as Ftms rom Fig .3 ;-11 it appears that the ,amma~

W is nI:hi hr i~ that from p2 SoMekil'It

lower, th'i h73 t l
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3.6.7 DELAYED NEUTRONS

A small quantity of energy is radiated by the fission fragments in the

form of delayed neutrons. Some characteristics of the delaycd neutron

emission are given in Table 3-2, which is taken from Ref. 3-4.

Emittcr Half life (sec) 1.- (keV) Ncutr,,ns per fission

Kr 54.5 50 0.06 0.02
137

Xe
1  21.8 SO0 o. 35 O.iS

Kr 6.0 430 0. 31 0.14

620 0.u7 0.21
0.50 420 0.21 0. ou

o.o4 0. 02
1.65 0. 63

Table 3-2. Delayed neutron emission.

It shotuld be noted that the 'alf lives quoted are not the lifetimes

against neutron emission of the neutron active emitte's. Rather, the

half l if, is determined In the '.retime against beta de ay of the

emitter's miother nucleus.
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CHAPTER 4

THE TRANSPORT AND DEPOSITION OF IONIZING RADIATION

4.1 Introduction

In Chapter 3 we discussed the ionizing radiation released in a nuclcar

detonation. In this chapter we discuss the interaction of that radia-

tion with the atmosphere. The radiation to he discussed includes

x rays, ), rays, neutrons, ? particles and energetic dcbris particles.

The interaction problem comprises two parts:

1, Transport - given a source of ionizing radiaticn, what is;

thc spectral intensity at some point renloved from the source?

2. Deositon -havinrg solved the t ranisport problecm for some

SOuirce to fitid the -iectral intens ity. at a point, we ask how

much energy i s deposited in al vol uue e cment surrounding that

point. A\lthough these are logically dist inct questions, they

airo cicisely i-cl it'cd and arc i!cl'1Vllieut v reatt' t ogeth I-,

and %,l hc sole 1 t r-a ted ini t ij chvipte-r.

in d ~ciss 0k' tlii prob~l'i1ii %,L 11iit't liti.ikt A di -4t 1octi I W illa tileiiL t t

iet..'vi1 ;ih';orpt ioi and scat t r n i ruc's e in) i ;11); u inx s

I I I' :,I I I ' i I ii :i. t ' % K 'l - I itl '.........I tiltl



part of its energy in the interaction and proceeds with diminished

energy (and generally along an altered trajectory) to undergo further

interactions, which may be cither absorption or additional scattering.

in the remainder of this chapter we discuss the various processes of

interest and the corresponding transport and energy deposition. 1Then

rcsults of thc dj,siion, *_.:., the partition of the energ-v amiong the

various degrees of freedom of the target gas, are sketched in -u.*l.

4.2 The Photoelectric Effect

Of all the processes occurring, thc simplest i c the photoelectric ib-

surpt ion of x-ray pho nS . Ii th is a photon i-; absorbed by an It om or

mrolecule and the absorption 0s accompanied by the ejection of an cdcc-

troll. 'lhe celectroni has k inet ic energy equali to the energy , K, ofI

the absorbed photon 1us t5~Ihe energy rvku iriJ to U evl ct th1 c et -

and any additional exc itat ion energ'y of the target atani or oo ecoily

For photon energies helIow about 2S kek , photoelicc t c ab ;o rpt ion

the doniI nant e ffect . At hi gher energies Compt on scattering, hh i cl i s

discussed in the next ,;ect ion, utist be tWen ino account.

[or j'hotui energies above threshlo]' Sooi ek I , by f~ar the miost prob-

:I)]( ( lit i S the e .icct ion of Uoic of' 1 hC Inr.o I f' k dV I I eLectL rll

()! an ;itol. [lie Vic-tion of the elect ion leaveN aI %marlc. in the 1

shell I. 'lhKi will be f-ille-d bly a Iransition of oneC olf thlu onter c-C

troll, to thle K I lvh t ran s it ion c;iii I, 1ice 4-pa 1:ht~~c. 1 -

S ion ()f a phool o, buIt a oucI;h H*e;in.c.iine I" eM :,!'

:1l \i JW CCp i) el c lit .) (I In I I. I il!) I , h 1 on i i i

I-*



Photoelectric absorption can he characterized in terms of a cross

section, or equivalently, a mass absorption coefficient. For our

purposes, the latter is miore useful. The absorption coefficient fur

air as given by a compilation of data by Gilmore (Refcre.nce 4-1) is

.I-

shown in Figure .-1. Afn analytical fit valid in the range 1-10 keV

has been ivn by Wright (Reference 1i-2).

4560 870
4_0. - -7 (1.0 <'. E < 3.2 keV)

2 1-), cm gin

1890 500 (.2 < F < 10 keV)

EL4

where I= hv is the photon energy in keV and the discontinuity at

3.2 ke\ corres;ponds to the K-edge of Argon. [he K-edges of Nitrogen"

and Oxygen are at 410 and 54] cV respectively, and are reflected in

the discontinuities in Wi at these energies in iure 4-1 4-1.

O cal Cul I ate, thu transport and cnergy deposit ion of x-ray photons we

note that the cffect of absorption is simply to attenuate the x rays

exponentially "hus if a point source of spectral intensity SVO is

located at the ori ,in , thc intensitV at aI distance It 1ro1 the su 50_CC

t.t(

d"

-, di

1 lR' t, I
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Figure 4-1. X-r.3y photoelectric abscrption coefficient in air.



The total energies and intensities ai-_ found by integrating these

expressions over v.

Of particular interest is the case where S, is a blackbody distribu-

tion at temperature T'. For this case it is convenient to introduIce

the dimensionless variable

in ternis of which the blackbody, or Planck spec trLIM is

,- 3
S -So 15 x~ SOB

where j X d x = S , anrd S x0and So "'ave the diriens ions of energy.

A\ plot of the universal Planck function B xis shown in Fifure 1-2.

S, t itut ion of FqLIat ion .1-5 into VqiL!t ions ! -2 and ;-.; and perform-ince

of the recjuir'od numerical integrat ion over x yields thu results ohown

in 1: igure -- 3 and A - 1for blackbod; spec tra of 1 , 2, 4 and 8 KcV. The

results sluown in thecse figures; aliso Ailude an1 approxi matcW trentment

of Coinuton !zcat tcring jI!;a di scns sed in t he next ;ectjion. The ahsc issa

an these graphs is the total mass per un it areal of air t raversed in

ri i;at the p iht R. . f drst. III( : V' dcI) - i i on poc
0

lit it ii 55 1is 0iht ii iid hy It i tIpI ingi th- in.fol- I d orlUIL hl. a. I

" ( whi / I ! i ,~ t )I( d I I ;aric from theL 'ot1c IllA 'A S-

t;)i' t0t:! nr1 ' 1adialted 1:1 th -!' iIA ~ itt~ . e': I 'v): r W
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The crossing of the deposition curves is easily understood from the

above equations. Near the source the intensity is unattenuated and

the deposition is just pronortional to the absorption coefficient,

which is larger at the lower photon energies characteristic of the

lower temperatures. At greater distances the intensities are attenuated

exponentially, the lower energies being more strongly attenuated, so

that eventually the larger absorption coefficient is more than compen-

sated by the greater attenuation, and the curves cross. One should

note also that because of the energy dependence of the absorption co-

efficient, the spectrum is harder at increasing distance, since the

soft photons are absorbed preferentially.

It is frequently useful to have an approximate analytical expression

for the energy deposition. Such an expression has been provided by

Bethe (Reference 1-3) for large distances fromi the source. The general

expression for the deposition is

0r

S°f x-:' d ×4R2  J i.R e: (.1-6)

For simplicity we assume that

A Ax- 3 2c
. (Cm gn 1 )(h,))' (k'r) '

Lnd define the mass per unit area .

M Pd r fgm cm ; (i-8)
:

and the :tI nt i ty G
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AM

Clearly is the number of mean free paths from the source to the

point R for photons with energy kT.

In terms of these quantities Equation 4-6 becomes

O

dl l SS0A - ,
dE= 15o -Xdx (J1-0)

Pd\" 4.T5R2 (kT 3 eX

At large distances the main contribution is from hard photons for which

x >> 1, so we can replace (cX -) - 1 by e- to obtain

ddx
NIV 4r5 R2 (kT)

0

The integrand has a sharp maximum at

j ( -12

The integral can be evaluated approximately by the method of steepest

descents. Its value is 1 1) t 1.L 1 - 1 - 1-";;%

di 
15 S 

FT3A
dl% I5S \ (7 _. _ - ' [I j.) 1. "i-13,ap 4,-51Z'(kr) 3 '/ -2 L( r) 'J " '  I ) 'Li

This forinuia provides a good approximation ( - 10'. accuracy) for 1, i

the range 10-100. At shorter ranges it is in error bcLusC of the error
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at low photon energies of the approximate form for vi V (Equation )

and at longer ranges because of neglect of the Compton effect.

Finally we mention that at small distances from an intense source the

possibility of stripping all of the electrons from an atom must he

taken into account. In the preceding discussion we have tacitly as-

tumed that the air was only mildly perturbed by the x-ray deposition.

At -sufficiently high intensities, h1owcx'er, this approximation breaks,-

dosii, and stripping may occur. This possibility has been discussed in

detailI by Landshoff (Reference .4)

4.3 The Compton Effect

Compton scattering is thc scattering of a p~hoton by an electron. InI

the case of scattering by f1ree electrons, the interaction czan he i-c-

garded simply as the elastic scattering of two particles. I f the

electron is 3t rest, initiall\y monoenergetic. photons catt red ata
given angle have a definite energy that is determined by thc require-

ments of energy and momentum conservat ioua

Scattering can also occur from electrons hound in an atom. Inl general

the fact that the electrons arc not free must be ta~e', into account.

H owever, Compton scattering in air p)1ays a negligihl.e role c~ilparcd

with photoelectric ab~sorption at photon energies bclow 2S KeV. A\t

these energies it is not a had approximation to treat the electronsz

as free, and the vol iditv of the approx imation ji :fprove s rapidly w ith

increasing eniergy.

T]he eCfect of a Comipten scat tering isto produc2e an ejeocted C leetroii

and photon w ith lower energy traveIi ng in a di rect ion Ji ffurcnt from

I 1.n i :1il "hot n . Cl ear I an accuirat e t r'ati meat oi' elier~t ic

X 1i\' or Ir-rayv lrransiort ctii is a complicated calcizlat it.a i wnII s& it

tori n, aiel es. t ra:c t a na Icne i I loss;es , e tc c1 ta kn v II 0, C ulnnt1.111
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the next section, methods for performing such detailed calculations are

discussed. In the remainder of this section we deal with crude methods

of calculating some of the gross features of transport and deposition

of -y rays and energetic x rays.

An effective Compton absorption coefficient can be defined as follows:

Let pc (cm2 gm-1) be the total scattering coefficient and suppose the

mean energy lost per collision is Ahv. Then the fractional energy lost

is Ahu/hv, so we define the effective Compton energy absorption co-

efficient to be

Ahv
1cA hT 'c (4-14)

The scattering cnefficicnt and the effective absorption coefficient as

calculated in this way by Veigele et aZ. (Reference 4-5) are shown in

Figure 4-5, where they are compared with the photoelectric absorption

coefficient of Figure 4-1.

The effective absorption coefficient provides a suitable measure of

energy deposition for a given local spectral intensity. To obtain the

local intensity, however, the transport equations must be solved. The

difficulty is that while energy is absorbed, the photons are not. Thus,

if one calculates intensities on the basis of an exponential photon

absorption, he will underestimate the intensity at large distances

from the source.

A useful approximate method of treating this problem is by means of the

so-called builduLp factor. In this approximation, the intensity is as-

,umed to be attenuated exponentially by scattering, but the intensity

calculaLLd froi,, i. a,.-.iultpLiu,, is mulLiplicd loy a correction facLur -

the buildup factor - to account for the fact that gammas are not
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destroyed in the scattering process. Thus, if N., is the number of

photons emitted 1ler unit energy interval, the num-, arriving per unit

area per unit energy at distance R is taken to be

N(E,R) 0 loBEMec() .- i5)

where M is the mass per- unit area traversed in arriv"ing at R and

B(Ef, M) is the buildup factor, Values of the buildup factor as calcu-

lated by Goldstein and Wilkins (Reference A-6) and reported by Bennett

(Reference -4-7) are shown in F7igure -.-6. The number of mean free paths

labelling the curves is the numi,,er of scattering mean free p)aths. It

is ap ,arcnt that the huildup is an important factor, paxticularly at

great distances.

4.4 Detailed Numerical Calculations of Garmma-Ray and Neutron Transport

As mentioned in the preceding section, a proper treatment of tho trans-

port problem in situations where scattering is occurring requires aIdetailed numerical calculation. In this sec.tion) we briefly outline
sj)me of the numnerical methods that have been developed to handle this

0 1obhleC-. NO results' of s;uch calculations are lircsented here, -1he

reader is recferred to the i terature for detailIs of the calculattions

and the results, obtained. A general discussion of the subJect is con-Ftamned ir ikoferences -;-S, 9, 10, 11.

CZl culat ions of neutron and )ray transpIort have much in common , sinIce

thcv both involve the interplay between absorption and scat tori n, pro-

cc sscs . '!he foilow i rig di scuss ion iS S sffi c i t Iy ~ceaIto cob 1race

both ty-pes of primaries. The starting point for the d SCUSSionl of

traniizut 1. thc 1 ilrearizeki isoitzmann epIatlvn. 1.ct I-v C t)

rI denote the flux of i rt ic 1s (cit her gr.).:-~r ncut ron s :it pleinilt
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and time t. It is to be understood that O is the flux per unit

energy interval crossing unit area normal to in unit time. Thus

is a function of seven variables - three spatial, two angular,

energy and time.

The linearized Boltzmann equation that governs the behavior of 0 is

I S + t (. ' ',) Y -Q Q, F'- E) dE' d° '

In this equation v is the particle velocity corresponding to energy

E (its value is c in the case of photons), and the arguments r and

t have been suppressed. S is the source term, the rate of production

of particles with , E. The integral gives the scattering into the

beam. r-s is the macroscopic scattering cross section, equal to the

product of the density of scattering particles and the microscopic

differential cross scattering section d "The term

gives the convective change in the flux, wdhile , is the termt

that describes absorption and scattering out of the beam, ',icre

is the total macroscopic cross section.

Several different numerical procedures have been developed for solution

of the transport equation. A brief description of some of these

follows.

4.4.1 Point Kernel Methods

Point Kernel, or Green', function methods are discussed in References

-1-12, 13, 14. In this approach one first solves the problem for a point

impulsive Source and then uses this solution in integrating w'r i

IM



sources. The simplest example of a kernel is the inverse square,

exponential attenuation case for which the kernel is e- IN/47TR 2 as

discussed above. Another example is the treatment of scattering by

use of a buildup factor, also discussed above, in which case the kernel

is B(E,M)e-'l/4rR2.

4.4.2 Discrete Ordinates Methods

The method of discrete ordinates is discussed in References -1-15, 16,

17, 18. This method is completely numerical in nature. Phase space

is broken up into finite cells and the particle flow among these cells

is balanced by performing a sequence of local integrations over the

transport functions. A Gaussian or Gauss-Legendre quadrature scheme

is employed in calcuiating the scattering integral in the transport

equation. The method has been successfully applied to one-and two-

dimensional steady state problems and to time-dependent one-dimensional

problems. The method has the advantage of being relatively straight-

forward, but great care must be exercised in formulating numerical

techniques to assure convergence.

4.4.3 The Monte Carlo Method

Monte Carlo methods for solution of transport problems are discussed

in References -1-19, 20, 21, 22, 23. The Monte Carlo method employs

random sampling as a means of simulating the statistical aspects of the

problem of interest. The range of applicauility is large; for example,

threc-diffmensional problems in inhomogeneous media can be treated with

this method.

Vhe method may be used to obtain a solution of the transport equation

.b) providing statistical estimates of the quantities appearing in the

equation, or by providing a direct simulation of the problem. The

latter technique is most frequently employed. In this the probability
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of occurrence of a particular event such as absorption or scattering

through a particular angle is correlated with the probability of

selection of a number chosen at ranlont. Numbers are then chosen from

a table of random numbers and used to define the history of a single

particle. M.any such histories are summed to obtain the final resuit.

The accuracy attained clearly depends upon summing over a large numler

of histories.

4.4.4 The Orders of Scattering Method

The orders of scattering method is discussed in Section 8 of Reference

4-S. This is an iterative solution of the Boltzmann equation. On c

first calculates a zero order solution, o, that neglects inscatter-F

ing, substitutes this in the integral to calcillate a new approximation

uses this to calculate a new approximation 4-2 , etc. The solution

is presumed to converge after a finite nn:bhur of tciIos uth b

rate of convergence of course depe-nds on the accuracy of the numerical

procedures employed.

4.4.5 The Moments Method

This method is dliscussed in Sect-on 12' of RefereceC -4-S and in Ref-

C.^'Incecs 2.-24, 2S. it i~s a hybrid mnethod emploviig a combinat ion of

numerical and analytical technlique1S to solve the BolItzmntn equation.

Thi~s approach was originally Icoeloped by Spe)nccr and Fano. I t is

riicorously appi icahic on] v to problems involv i ng illilite 11,0no01eneOliS

mcdi a', bilt its ranoe of a1Ipiicab1'itV cnI 11C exte2nded ivaii Oti trains-

fo rwnit ions. Good res tilts ;ire oht ii nod for a ngii :iar d i ,t r i it i cm s; and

f I XCS aIt (Ii St :'lcec ret tcc t han two mclii tree a 15:, , tto-i iboida r Ies

Sn d InT'ter'-fce,. he - u I t c tn i t ii i n1,-.in t Iic fo rm o f a Se 0rie

I.egcndrelr polyuiom ia is dos r i bin i, t he zinitila;r di s tri btion, the coefftjicnts;
.in Lhe e xpans ion net ng cne rgv d,,pendent.
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4.4.6 The Diffusion Approximation

Thc solution of the transport equation in the diffusion approximation

is discussed in References 4-10, 26. In this approximation the flux

is assumecd to bc iso)tropic and the t-ansport equation is replaced by-

a diffusion equation. Trhc method is useful because of the case iith

whi;ch solutions are obtained hut is (,f very limited applicability

because of the as-'umpt ion of isotropy. It is used primarily in neutron

transport calculations, where the scattering cross section i S nearly ]A

isot rop ic .

4.4.7 Cross Section Data

Fiiiallv, we note that the ac-curacy of all of the calculationail methods

disiiciabove depenid.s crticial ly on the accuracy of the cros s sectio~i

data emploved in the calculations. Since a typ)ical particle undergoes

IMI01 1 interacCt ions before It is ab-;orbed, large cumu-

lat ive errors, can result from relativelyv small errors in the micro-

5cop)ic &dt a.

10ver the pas-t tenl or so years, m~any quite flexible and well -proven

ransport code, have been devel oped . Fach of these codes reaids inl,

- to0res o nd uIses tilie has ic dat a in aI slightlIy di fferen t manne111r. SO]I ected

,( o0CIr rnUeat sponsoredl centers, main ly the Radiation Shielding In format ion

(>'ntei f RN C) at Oak Ride Ntional Laboratory and the Nat i )na] Nemit ron

(ros-; Sect ion (:enter ( NNCSC) at [3rookhaven Nat jonai I laboratory accumnul ate

eva livited nucleair data and provide these daita to potential users in anl

:i(;cept l, I standLardize(d format . s uch a format -- the ILva luated Nuc lear

lat a I ii c/he i sion B C ' N !):/I) h - as been adop ted i pri ii, i pIec and i

1';I nnin to enijo\ ii iritcl e.xpanded usec in current trarlnput cal cul a:t io(ns.

j lie ;i I ab ilIi ty .)f ready.- to-tse mu) t i pgroiun c ross secct i on Sets, for

di .si. lCte or'dinatesv codes ind] the few iii ti grouip Monte Carl-- codes, iS,

I:: IT (d to( dateC,, a It houtlil s4:eer2 I p r I ph'l-IcI 1-- ; ]ig codcs are' 1(
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available for converting the ENDF/B data. A new ENDF/D-to-multigroup

processing code, ANIPX, has been developed and is presently being checked

out; when completed this code will facilitate the use of ENDF/B data

to a still greater degree.

4.5 Transport and Energy Deposition of Betas

In traversing matter, energetic electrons (i.e. those with energies in

excess of a few hundred eV) lose energy primarily as a result of ion-

izing co.llisions with ambient atoms. Semiclassical theories of the

rate of energy loss in this process have been made by Thomson and

Rohr (scc .... Reference 4-27, %lich i s :ii excellent re'vie, of this

ent ire suib ect ) .

A more accurate qj..intuin mechanical treatment of the problem has been

given by Bethe, and an important contribution has been made by Bluch

(Refs. 4-27.28). The results are contained in the Bcthe-Bloch formula

for the average rate of energy loss per unit length z measured

along the trajectory

dE 3cloNZE 2mc2 I ([-mc) 2 1

(E2-m2c4) n 2

Inc'7(2l-!nc 2 ) ln2 in2 c" (L-ic I (-127)

-- + '

where N is the number density of atoms in the medium being traversed,

their mean atomic number, c the velocity of light, and m is the

mass of the electron. 1: denotes the total relativistic energy of the
energeti electron

mc 2

I -,c ) I02 (,-28)

2.02
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so its kinetic energy is

"r = E - mcz  (4-29)

with v denoting the velocity of the clectron. The quantity 0 in

Equation -1-27 is the Thomson cross section

20
0= --- = 6.57 ' 1025 (cm 2) (.-30)

where r0 is the classical electron radius

r0 = 2,80 x 10- 3 (cm) (4-31)mc 2

Finally, I denotes the mean ionization potential of the target atoms,

which we take to be 94 eV for air. dE/dz as calculated from Equation

1-2" is ShoMn in I:igrC 1-7. The quantity dE/d: is frequently called

the stopping power of the medium.

For all but very low energies, only the first term in the braces of

quation .i -27 nced bI- retained. Neglect of all the other term!M leads

to an error of but 5 percent for S keV and only about 1 percent at

50 keV. With this approximation, and taking 2 = 7.2 for air, we find

dE = 97 in-, (-mc 2 ) 2 L+mc 2 ) 1-1
dz " -o I2 4nc' n 2mc 2  jeV cm) (1-32)

where n is the density at the point of interest arid po is the sea

.,. level atmospheric density, taken to be 1.29 x 3. gm cm
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As a beta progresses through the atmosphere its energy decreases.

because of the variation of atmospheric density with position, it is

again convenient to replace the length coordinate with the previously

defined mass coordinate Ni given by

M pdz' (gin cm-2 ) (.1 33)

zo

We then have

dE dE d, IdE(~4
NIi dzdM p pdz

so that dE/dNl depends only upon tile Instantaneous energy of thle beta,

and has no explicit dependence on position or density. The mass tra-

versed and the instantaneous encrgy- 1' are related to thle initial

energy Fo through the equation

F0

M (E 0 ,E) d (. - 35)

Equation (.1-S5) implicitly gives 1: as a function of Fo and Mi. In

principle the expre-ssion can he inverted to obtain 1: as; an explicit

function of 1:0 and MI; the inversion can1 in fact he pierformed

numerically. Since dlP/d%, depends only on F, it follow,,s that

dl./dl is completely determinedl by k<nowledge of 1-. and MI, and can

be regarded as a function of these variable-,.

The range MO is found by seCtt ing L: mc 2 in lFquat ion -1- 35, so that
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E

Mo f dE (4-36)Jmc -dE/dM

The range R0  in units of length can be found from an equation analogous

to (4-30) or from knowledge of 1.10 and Equation (4-33). It is also

useful to define a dimensionless coordinate ,

5-I

N10 -- I--T(4-37)

so that is the fraction of the range traversed, and 0 < 1

The preceding equations can be used to calculate the energy deposition

at various points in the neighborhood of a B source. One first cal-

culates the value of N1 at the point of interest from -quation .1-33.

Next the energy of a particle arriving at this point is determined

from Equation 4-35. Finally, this energy is substituted into Equation

4-27 or 4-32 to yield dE/dz. Note that this procedure assumes that

the betas move in straight lines without scattering. All of the energy

is deposited within a range No of the source.

The neglect of scattering overlooks the fact that the betas do not

actually move in straight lines, but instead follow more complicated

trajectories that include many, small angle scatterings. This affects

the energy deposition in two ways. In moving from the source to a given

point, the beta actually travels farther than the geometrical distance,

and loses more energy in the process, so that the relationship between

energy and range is altered. Indeed, there is no well-defined relation-

ship because many trajectories can lead to the same point, but each tra-

jectory corresponds to a different energy loss. Therefore betas passing
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through the neighborhood of a point exhibit a finite energy spread even

for the case of a monuenergetic source. The average energy of this

distribution is less than that calculated from the assumption of straight-.

line trajectories. The second effect is that in traversing a given

element of volume the beta travels farther than it would in the absence

of scattering, and thus deposits more energy in the volume than it other-

wise would have.

The effects of scattering have been treated approximately by Spencer

in a moments calculation of the energy deposition (Reference 4-29).

Spencer defines a dimensionless dissipation function J(&) such that

for a monoenergetic source of betas with energy E0

() J() (MeV cm 2 gm- 1) (4-38)

where (dE/dM)0 is the value corresponding to Eo and is the

dimensionless range variable defined in Equation 4-37.

To illustrate the effects of scattering, dE/dNI for a unit point

source of 1 MeV betas, i.e., for one beta per 47r steradians, as
calculated from Equations .- 27 and --38, are shnwrn in Figure 1-8.

Also shown is the constant value for the case dE/dM=const.=2 NeV cm 2 gm - 1

assumed by Latter and Lelevier in Reference -1-30 (for 1 MeV betas,

(d/dN) 0  is 1.65 .IeV cm2gM- , see Figure 4-8). The tabulated values

of J( ) given by Spencer were used for the scattering calculation,

whereas scattering was neglected in the application of Equation .1-27.

For thi!, case the energy deposition at a point a geometrical distance

z from the source is found by multiplying dL/dM of Figure 1-8 by

an appropriate factor. The energy deposition per heta per tinit irass is

d L- 1 dlI (MeV g- 1) 39)
d- 4-1z 2  d M
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'Ind the energy, deposition per bcta per unit volume v is

dE a dE ~-4~
Tkv T,- N (.eV cm (I*)0

where dE/dNT is evaluated at the value Of 4corresponding to z.

Thle results of thc two calculations seem to be quite different. They

give similar results for short ranges, before the cumiulative effectF,

of scattering have become important. These come into play at larger

ranges, and result in a higher rate of energy- deposition, as is to

be expected from the foregoing discussion. At stili greater distances,

the attenuation of the flux resulting from scattering dominates, and

the rate of energy- deposition falls below that predicted by the simple

theory-.

Thle differences in the calcuirtiois are much less marked in the case

of a plane isotropic source of betas. Results for a plane isotropic

source can be obtained from those for a point isotropic source I)%

intce'r.-tion over a plane. It is easily- shown that in this case the

scattering calculation giv-es for the deposition per unit volurme

d dN_/dA IddI0 fJ~
4

U~(-l

where dN/d..A i:, the numbIIer of betas emi tted per uniit airea of the source

Pplane and -, i- the dimensionless coordinaite, measured normal to thi s

plane, ofC the point of' interest. A similar result holds for the non-

>LdLL'.1 ijig ciluatli-. I I "o t I -, c dcpos -*t :LIi 1 c .1-,It m S i .,

of' course,
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Figure 4-9. Energy dissipation (dE/dM)0 f-)d for a plane isotropic
source of 1 MeV betas.
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dE/din p- (dE/dV) (4-42)

I

T'he quantity (dE/d;!) 0 for .i 1 MeV isotropic plane source

is shown in Figure -1-9, together with the corresponding function for the

calculation from Equation 4-2 without scattei-ing. Also shown is the

Latter-Lelevier result obtained by taking dE/dM to have the cnergy-

independent value 2 MeV cm2 g1 - 1 . From Figure 4-9 it is apparent. as

stated earlier, that the various calculations give quite similar results

for the planc isotropic source. This is an important fact, since it

makes possible considerable simplification in the calculation of fission

beta' en.r ,v, deposition, . . ,- ddt a ii ,d re)Is o l'. -7eC(\' d I 1o5 I of

cal cul ation.- can be toud ir Reference 4-3-,

4.6 TRANSPORT AND ENERGY DEPOSITION OF DEBRIS ATOMS

In this section, we sh.ll i WsY: the transport and energy disposition ot

debris atoms whose velocities lie within the range of telis to thousands

of kilometers per second. At the li, 4 h side of the velocity range these

particles interact aid lose encri'v to the moii},i 2nt :Iodiumn pri.a ii I

inducing cIl ctronic transitions, of -;hich ionization is a freq.uent re-

s'It. In this rcsl)ct , debris atons are siiilar to the elcctrtois J--

cn.sued in the previous section. llo;we er, as the veloc i ty )I' the particlCs
WCr'rca scs to less t hal : I) cm/scc, this mode o elvir. 1,,>s chanu2.es to

on- ii ii ich nuc 1 e elastic col lii sions dominate. Tilerc i.s no counter-

l r t in the sICIw iig Of ClCectron 1 Cc;idS fC the ,1 di 'trclcc 171 | mas c-i.

"IhC sl;.t.iii down )f J, bri . : ' is d scr .-.. 'd in t n. 0" the -it Z'" *;,

--m le'ocr S(l dcFin-6 by the iI ci';iI

d

'.- -..--- ' a'

J~ I.



where dT T)i a partial cross section for a particle with incident

energy E to transfer an amount of energy T. T mxis the maximum

allowed energy transfer.

For fast atoms, the contrilbution to S(E) comes primarily from two

parts: an electronic stopping power S (Ewhich accounts- for theF

effect of electronic excitation; and a nuclear stopping power Sn (El),1

which describes the average energy loss from elastic collisions. In

terms of these I-arts, the total stopping power is

S(E) =S (E) + S (E)(L4)

4.6.1 Electronic Stopping Powers

ihe electronic stopping power (F , ofi meiill 11 wose t rac L ionla I

ionlization i-, f, consists of two parts:

S O(E) = Se (E) + fS f(E

whore S ob(F) and S of(F. describe the Stopping by hound and free

QlctronIs rcspectiVely'. The magnitudes of S~ (S) and S (F;) are

such that frec electrons, contribute veryN little to the stopping for

f << 0.01. %evrtheles;s, s;ince conditions under which f > 0.01 canl

arise, we shall present xpr sslons for both S V(1:' a d S f() .I

In the velocity range 106 en/sec v < 1 0 8 cm/sc:-, several s;imple

theories successful ly approximate S (I ) w~here it contributesoh
importantly to the overall stopping power. Part icular examples of

such theories' arc thosec of 1:1rsox (Reference 4-~32) and ILindhard (Re f-

ere nc CC'4 -3) Both F irsov and ij Lr give vlct ron ic stopp)i ng powers,

that vary li ne-rlyv w it h pro j ct i I c vol o c it y. We ouote F indhard 's

formula below:
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Sb 
(E) = 81e 2  

?a
°  " (& ) ("4
e 12 . o

where zj and z2 are the nuclear charges of the incoming and target

particles respectively, a0  = 0.52910 "8 cm, the Bohr radius,
e 1/6 Z12 = (2. v is the velocity corresponding to

F, and v0  = e 2,19x108 cm/sec, the Bohr orbital velocity.

The formula is valid in the range v/ye <

An expression for Sef({) is given by Longniirc (Reference 4-34).

S (E) (4 e , iii-- (1-47)
ef" m" (7), /

where e is the electron charge, me  the electron mass, mi the

mass of the incident debris atom, and :I the debris atom average

charge, which depends on v but is typically close to unity for

metal atoms in air.

The function In 2. , which contains an effective minimum scattering

angle 0 is a function of the electron density N and temperature

T ., is plotted as a ;:ogr aipj ,n ii ; ur c .- i. 1in:l " fo

atoris interacting with electrons. ;() is given by:

a

(A a txp(-al +f dy exp('-y 2 ) (. 18)

Chere , T.) i. plotted in I igure .1-11.

T- - ....... " '" :;f at ra cectron rp-

c-ratnrcs have been plotted as a funct ion of v for :nluminium atomis

travcrsing air. S was calculated using z, = I and 2. .
ef -21
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4.6.2 Nuclear Elastic Stopping

At incident speeds for which nuclear stopping is important, the nuclear

collisions that contribute significantly to energy loss can be considered

classically. The evaluation of the nuclear elastic stopping power,

Sn (E), would be relatively straightforward if the interatomic potential

could be accurately determined. Early attempts by Bohr (Reference 4-38)

and others used various foirms of screened Coulomb potentials. Lindhard

(Reference 4-36) has made stopping povser calculations using various

power law potentials or atomic Thomas-Fermi potentials, and recently

Kilb (Reference 4-37) has made calculations using a potential obtained

by Lee *c. (Reference 4-38.)

Lindhard's results are particularly interesting because he presents

a universal stopping power that can be scaled according to the masses

and nuclear charges of the collision partners. His description is

in terms of certain dimensionless variables. The incident energy, I:,

is measured by c, where

a 04
Z I Z202 (N +M2 )

and where a, the unit of length is

J = 0.8853 ao (2I/ + 2  2/3 -1/20)

where a - 29. 10- c111 is thc Bohr ridiu-s.

[he nclear stopping power S (l:) is thell .'iven in tenis of a dimcii-

sionless universal stopping power s 11) v ia

* The incident particle is designated by the subscriFt I, the

particie-; (f the medi tc b- the SuhIscri pt 2.
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S (E) 4Ta zIz 2 C2  (4-Si)Sn(E (M I + M2) n()4-1

wi th

n n() {g [- 4 2 In I -Z (4-52)

and with z(c) defined by:

z(c) = 1.3782 Oh (4-53)

Plots of Sn (E) and Seb(1) for aluminum atoms in air are presented

in Figure 4-13. We note that stopping by nuclear elastic collisions

and electronic excitation are equally important at v = 8xlO 7 cm/sec.

4.6.3 Energy Deposition and Particle Range

For a single fast particle, the energy deposited per unit length of

path at position x in the target medium will he given by:

dEd- = n(x) S(F) (4-54)

where 1: is the particle energy at x and n(x) is the target medium

density (cm' 3). When a beam of particles having a spread in initial

energies, 1:0, is involved in depositing energy, it is necessary to

know the local energy spectrum, f(, x) Then the deposition is given

-. the jntctcval
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E

= n(x)f dE f(E,x) S(E) (4-55)

0

Thus, we must relate f(E,x) to f(Eo). Let E = g(Eo,x) be the

kinetic energy of a particle at x, given that it had energy E at

x = 0.

In terms of g(E,x) Equation 4-55 can be rewritten as:

E
max

dx= rTx)f do f(Eo) S(g(Eo,x)) (4-56)

0

To obtain the function g(Eo,x), we first integraLe Iquation 4-54.

Thus
:0

fdYx') dE'

0 IL

defines a relationship between x,[i, and 1!0 that we have already

denoted by F = g(Eo,x). By setting I = 0, x becomes a function of

1:0 alone called the range R. Usually, it is more convenient to

express the range in terms of the column density coordinate :

0if"=J dx n(x') (.;-8''

s Then:

S (L )q
2
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Ranges and electronic stopping powers have been tabulated for a var-

iety of target media and atomic projectiles with velocities above

l.SSxlO 8 cm/sec. These data are found together with an extensive

discussion of heavy particle stopping in Reference 4-39. For vel-

ocities below l.SSxlO8 cm/sec, .e have integrated Equation 4-54

using the stopping powers defined in Sections 4.6.1 and 4.6.2 above.

Results for the ranges of various particles in air are presented in

Figure .-14. Thc range units in the figure are gm cm 2. The decades

on the velocity and energy scales are divided at 1, 2, S, 10.

Included in Figure 4-14 is a nomograph for determining stopping alti-

tudes of charged particles released at infinity. The momograph

allows one to include the effect of magnetic pitch and dip angles on

the stopping altitude. The CIRA model 5 hour 8 atmosphere was used

in relating stopping altitude to air column density.

A good fit to the range data presented in Figure 4-14 is:

6600 v.1.79 (4-60)0

where is the air column density (;t of air-atoms/m 2 ) and v0  is the

incident velocity (cm/sec).

4.6.4 PARTITION OF DEPOSITED ENERGY

A significant fraction of the kinetic energy deposited by a fast

debris atom reappears promptly as kinetic energy of secondary par-

ticles. These secondary particles themselves interact with the

medium and redistribUte the primary energy among various more stable

ener .)" reservoirs. Ixainples of such reservoirs are: ionization, ex-

cited electronic states, dissociation, molecular vibrational and

rotational energy, and thermal kinetic energy. The question of how

the encrgy is partitioned 3ii.)ng these reservoirs is of importance

for siibsequent target medinm chemistry.
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As with the stopping powers, the portion of deposited energy is

divided into two rather broad categories: that which results

(1) from electronic excitation and (2) from nuclear elastic collisions.

These categories each contribute to more specific reservoirs. These

are listed in Table 4-1.

Table 4-1. Partition of Heavy Particle Kinetic Energy

1. Electronic Excitation

1. Dissociative Ionization

2. Non-Dissociative Ionization

3. Dissociation

4. Non-Dissociative Excitation

5. Vibrational-Rotational Excitation

II. Nuclear Elastic Excitation

1. Dissociation

2. Vibrational-Rotational Excitation

3. Kinetic Energy of Secondaries

The partition of deposited energy between electronic and nuclear

elastic excitation can be calculated using a formalism of Lindhard

(Reference 4-40). For a particle with energy E, he designates

r(L) to be the tota] electronic excitation and v(l) the total nuclear

elastic excitation. Then:

r(1) + v(E) = 1: (4-61)

expresses conservation of energy, and

dri(L1 + dv(l) = 1 (.1-62)
dE
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expresses the fractional partition of the energy deposited as the

particle loses an amount of energy dE. The Lindhard formalism tries

to account for the Effect of succeeding genqrations of secondary

particles in redistributing the energy deposited by the primary. Be-

caase ot: the Ledistribution of energy by secondaries, the estimate

that dn/dE is given by the ratio of stopping cross sections,

S e(l/(Se (\J) + S n(vJ)), is not correct.

Figure -1-15 presents dn/dE obtaineci from Lindhard's theory. Two

curves are plotted; air atoms in air and aluminum atoms in air, We

note from the graph that dn - . OS at v 4 x 107 cm/sec. We see
diE

the effect of secondaries has been to lower the velocity at which

electronic and nuclear elastic excitation are equal.

dn0
Application of the partition fraction to estimate the energy in

the various reservoirs or partition channels listed in Table 4-1 is

still a difficult affair. Nevertheless, a useful approach has beenI
followed by' Boring ,Reference 4-41. In measuring the total

ion izat iln pi'odnee-d hN a helvy pari i c in N,, and A. t hey. di v i dQJ

t le ne y per' ion j;i 1 IV) by L/r ] I to old a in a nec . ninidi1C1r

I. 1. t:nrried 'nt to !'e 1i P5(2115 t i 1. to in ( C det eixeig'.

I f P. is t~ikeii to lhe the ci eCIllgy to piiodnlcc '1u1 ii, pa:i U" the

ionl iat 1(1on i, as siii d t o restil I t: 1011. (.21 (t I-oic:1 IWoc S SCs Onl I y, t 1en

he ilililbhet 01, ion pa il's per uilit enrg.loss i s gi vcil Ii>

dNI

where W%' is aI property of the target ned IUm ONLY . BorngfI,!'

determined valueIS Of VtW for N2  and A to he 32 cV/ion p)airi and

Yr - V/ion pair respectively. TIhesec numbers are within 10 pcrr out of

the 40 Ke% electroni W-val1ues reporteCd for theCse gases by a en m
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Figure 4-15. Partition of deposited energy for aluminum and air atoms
in air. The fraction of total deposited energy put into
electronic excitation is dr/dE. The fraction put into
nuclear elastic excitation is l-dri/dF.
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, !ocfcrcflce 4-42. Since partition of electron excitation by

electron impact is easier both experimentally and theoretically, a

useful estimate of heavy particle electronic excitation partition

might be obtained by applying appropriate electron impact rcsults to

the electronic en: rgy partition described by dn/dE. An example of

such a partition calculation is the work of Stolarski, Reference 4-43.

_ 2r

Thesc estimates are based on an extension of Lindhard's foirnlsim,

Reference 4-40, and the dissociation model of Gerasimeniko, f.

Reference 4-45. If f and f are fractional concentrations per ,"j
N, 0,

molecule of N and 02 respectively, the fraction of total deposite

energy, eiput into dissociation will be given by

dA dAN + dA0 (464

dE N2  dE 02 dli

ihbe uctind AN2 and yin are plotted in Figure 1-16. It should

h noted that the dissociation energy stored by th. dissociative 2oni-

sau n process is not included in these estimates, but is alrecady in-

cluded in d,1

dE

The fraction of total deposited energy appearing as thermal energy

(vibration, rotation and translation) dO/dE is given by:

d -.4'.,'
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CHAPTER 5

ATMOSPHERIC DEIONIZATION

5.1 INTRODUCTION

The process of atmospheric deionization is the removal of free

electrons and ions fron the atmosphere follov.ing (or during)

exposure to a source of ionizing*, radiation. The time dependence

of the electron density is of particular importance in predicting

- variety of effects -,. clectromagnetiz propagation as discussed

in Chapter 1.1.

Close to an intense perturbing source, high temperatures and radiation

densities, hydrodynamic motion, and shock effects are produced. The

properties of this violently disturbed region cannot be described in

terms of ordinary ejujlibrium chemical kinetics. Throughout a much
larger region of space, however, the source may prcduce ionization,
excitation, and dissociation of the atmosphere such that significant

increases irt electron density occur with6ut large changes in the gross

thermodynamic properties of the air. Under these conditions, the de-

ionization and relaxition processes c,,nsist of numerous ga. phase

,< . by which the :iergy of the initially formed ions and :1
activated species is degraded and dissipated in thermal motion. radi-

ant emission and the formation of stable reaction products.

This chapter describes the deionizazion process in mildly to modcr;icely

disturbed regions of the atmosphere, that is, in regions where t!,.

original fractional Joni::ition does not exceed, ,a, 10-  Under
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conditions, the relaxation or deionization process can be described

in terms of chemical reactions characterized by rate coefficients that

are averaged over near-equilibrium distributions of reactant energies.

The deionization kinetic problem, then, consists of describing the

composition and properties of a sample field point in the atmosphere

before perturbation, the immediate effects of energy deposition at that

point due to the source, the rates of the chemical reactions that ensue,

and the effect of the continued perturbation of this reacting mixtur.

by both ambient and persistent artificial radiation sources.

In the next section of this chapter, the simplest quantitative model

encompassing these elements is presented, the so-called "three-species,

lumped-parameter" model. Following this, the important chemical re-

actions involved in a detailed description of the deionization process

are identified and discussed. This leads to a qualitative description

of the nature of the deionization process in various altitude regimes,

and provides the basis for describing the more complicated quantitative

models required for precise specification of atmospheric deionization.

5.2 DEIONIZATION KINETICS: THE THREE-SPECIES MODEL

5.2.1 MODEL FORMULATION

The simplest description of deionization kinetics that preserves the

salient features of the actual process is the three-species, lumped-

parameter model. The three species represented are free electrons (e-),

positive ions of all types (X +), and negative ions of all types (X-).

"Neutral air" (X), the major atmospheric constituent, is implicitly

incorporated into the rate coefficients (since its concentration does

not change appreciably during the deionization process); the variation

of minor neutral species is ignored. The term "lumped parameter" refers

to the fact that the rate coefficients employed may be considered is

weighted averages over a number of specific chemical reactions of several

236
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general types. The model is based on five general reactions involving

the three species. Written schematically, they are:

(a) Ionization

Source + X q _ e + X

(b) Electron-ion recombination

- + e
e + X e neutral products

(c) Attachment

A -e +X X

(d) Detachment

X- + Y - D e + neutral products

(e) Ion-ion recombination

X + x neutral products

In this scheme, e represents the free electron while X and X

denote the positive and negative ions, respectively. The chemical entity

represented by the symbol "X" is unspecified; it may be atomic or mole-

cular and, in particular, it need not be the same on both sides of the

reaction arrow. This underscores the fact that what is important in the

three-species model is simply the charge involved, not the chemical

composition. Reaction (a) is endothermic, while (b) and (e) are

exothermic. The energy' released ma' appear as radiation or as

internal or translational energy of the products. No implications
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of reaction mechanism are intended in this schematic formulation;

specific mechanisms are described in Section 5.3 for each reaction type.

However, we note in passing the possibility of a third body in reactions

(b), (c) and (e).

The symbol for the lumped-parameter rate coefficient appears above its

reaction arrow. It is conventional to use a to represent recombina-

tion coefficients, its subscript indicatiag the nature of the reactants.

(Another commonly encountered notation ..placcs a .by a' as dis-

cussed in Section 1).3.2, and a.. b y a.L

The kinetics of the species e, X, and X are governed by the differ-

cntial equations

dIN
e N N -AN + DN 1)

'ele C

dN
+

a.N N -cc. N N (-

Tt ANe - DN - a K' j -3)

Additionally, a requireigent for local charge conservat ion is imposed:

N + N. 4

+ C

In ef qua'tions ;-1 -1

N=numtber density of frtec_ eject i-un ii i

N=nun:lhcr density of positive ions 'ci;.
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N = number density of negative ions (cm- 3)

q - continuing source strength (Cm- 3 sec - 1)

cLei= electron-ion recombination rate coefficient (cm3 sec i)

A = electron-neutral attachment rate coefficient (sec -','

D = negative ion detachment rate coefficient (sec - 1)

c.. = ion-ion recombination rate coefficient (cm3 sec - )

t time (see)

Since there are four equations in the three time-dependent variables,
(N , N , N ) it is conventional to dispense with Equatio;i :--3 and

eliminate N by use of r-4. This leads to a set of two coupled,

ordinary, non-linear differential equations

dN (t)

dt = q(t) - [A + D + cxeiN(t) ] N e(t) + PN+(t)

dN+(t)2

dt = q(t) - (%i-x. ) N (t)N (t) - a. ( r) 2

where the time dependence is explicitly indicated. Ihe rate coefficients

ai, c~i'Ci, \, and D are parameters whose values depend upon field point

altitude (pressure, temperature, and ambient composition), and time of day,

* which determines the flux of photochemically active solar radiant energy.
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A
Soir q ei ,Neutral

X +

Figure 5-1. Schematic Three-Species Reaction Sequence.

Much of the simplification embodied in the lumped-parameter model

stems from the transference to these parameters of the complexities

of altitude-dependent atmospheric composition and reaction mechanisms.

It is instructive to consider the qualitative implications of the

coupled reaction set; the relationship among the species is shown

diagrammatically in Figure 5-1.

The atmosphere initially consists piimarily of neutral X and small

a; bient concentrations of e, X', and X_. An impulsive source gives

" rise to equal initial concentrations of free electrons, N (t=0), a,,d

positive ions, '1+(t=O), while a continuous source produces these
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species at rate q. Under conditions favoring attachment, a signifi-

cant N value builds up, the bulk of the negative charge in the

system eventually appears as X rather than as free electrons, and

the net deionization is characterized by the ion-ion recombination

path (a.i). Conversely, when attachment is small or detachment is

large, the negative ion density remains small, the bulk of the neg-

ative charge remains as free electrons, and the deionizatiop depends

primarily on electron-ion recombination (i ei). Stated differently,

the initial coefficient for charge disappearance is approximately aei'

but at later times it approaches a value between a . and t.. de-

pending on the position of the pseudo-equilibrium between N and Ne

dictated by the relative values of A and D. Analytic expressions

for limiting cases arc derived from the approximate solutions of the

lumped-parameter equations in the following section.

5.2.2 SOLUTIONS OF THE LUMPED-PARAMETER MODEL

A general closed form solution to the coupled equations ,'-5 and 3-6

cannot be obtained; numerical integration is required for their solu-

tion. However, analytically integrable approximate forms that are
useful in Special cases can be foui, d. There are not only useful in

their domain of validitY, but also provide insight into thc structure

to be expected in solutions of more general applicability.

Impulsive Source

We first consider the case of a source that produces finite levels of

ionizati..n in an infinitesimal time interval at time ::ero, and is zero

thercafter. Then the q term in Fus. .,-5, 6 is zero, and the effect

of the source is to provide the initial conditions . (0) = N (0) = No .

To proceed, we first write ILq. -:-6 as
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+ q 
(5.7'

dt

with

N a N + c ..N
Cz (L -a..) C + ~ 1(S

+ +

Now at t=O, N = N and so a : e .. We expect this to he at leaste + ei

approximately true for some time interval after t=O, so we investigate

the nature of the solutions for the case a = a . = const.

igith q = 0 and L = a., Lj. 5-7 is immediately solved to yield

CiiN 10

+ 1 + OLei Not

Substitution of this value for N into iEq. 5-5 yields a linear first+

order equation for N whose solution is easily shown to beC

Ne A l A .' ) 
(-

Th -- umption upon which this solution is a,.;cd, that e = . is

val-' u.v if N-- N . This condition i: satisfied for t << (A+D)
e +

ard f ig ,i time in the special case 11 >. \.

Th1e physial lealning of these restrictions i., cL:.,i. Tf 1) >> A, no

signi.k icant negative ion density con htiild up, anr:.! ce - +. If
C -

1) A, ther the time for siLIjiifi c:nt ,ittachrment to ,cciir is of order

(.. ) l, no ]nz(,r hav'c N -N , aind the solution ccases to he
(2 2+
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"alid at about this time. Thus we have shown that for an impulsive

source

for all time if D >> A
N0N N - 1 + eiAot t (s-l1) (i

+ O-CiN
for t << (A+D)- ' otherwise

According to the data presented below, D is al ,avs at least ten

times as great -!s A at altitudes above 90 kim, and the condition is

satisfied do ,n to aboLut 75 km during the day, when photodetachment is

occurring. L

Another approximate cxpression can be found for the case that N is+ )

sjo(wly var'ing, a 'coldijtion for which a p.recise definicion is given

below. In this case we creat N+ and a as constants in E2q. J-S,

whose solution is then

IN ( IN
-- (t} = _ e I" \ +_1) + [ ( -

-Ihe second 1e:m on ri'e 11 Ig~l dcczis il! : tile of order (-A+[*c:N -+

hu!s i, N does ioL cha lgc apprecial1y in tic; (At)+, N 1 the

aprJroxiI:iition gives I
ti: ,, Co .i .t il fo.r .i J t a L t , 1

^A '" :\+1) ( I -I

I .i . ) (:.[1leicl x,

t W=o

W.- r I
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A D >> a iNc, the quasi-equilibrium ratio (Eq. 5-13) is attained before

significant recombination occurs, and we have as before

No
-,N- (5- 15)

+ 7 l aOt

but now from Eqs. 5-8, 13

D- + A (5.16)

A+ 1)

If 1) >> ), ,'e iLst regain tEq. 5- 11, but if A >> P, .: "-C±.. and

N << N.
C 4

The physical meaning of the foregoing considerations is clear. if

recombi nation is s low, compared wj th attachment and detachment, the latter

two processes come to a qasI i-eq iiihriurn such that AN, = IHN_ which

talcn together with kq. 5--I implies L-J. 5-13. If A > 1, then

N N N, most of tl,c negative charge reside., on iors, and thv effecti 'c

recombination coefficient is c.. Ihe condi tioi A '> IA > s 1 .i isfied

he lo, about 75 km at nirlht and heolow ai-ont 53 km in the davtime.

Fhe preceding analysis rnakc- rioss ib c a qualitative descript ion (,i the

ionization history of a parcel of air exposed to an fmj)LISiVe source.

The initial decay of the positive ion densi.v follows V.. S-11. At

later times the XrI-iati(,n of N foll ,.i Lo. 5-15 with a as voin

by S. -10. .. \ s imp I e :tna lyt ji. d's r ipt i on of t (. t Ia i I ol

lC't..e C' thc two Ieg ions i S 10S lS 1 1c.

"iIt var k a I inol of the Clc't I'011 dClnSit% iV il !:eIlvI'A'I q1A it~ lt cl']. dia -

fCrent from t hat of the iositiVL, 1i s. lInitially tile ',rpji tinll i - the

same as giien b . I . S -Il. .t somc laIter ti ,e, ;lien N -. a ' , thetil +

Clectr n ;eW-JtY ta,] I Is I], +.', N his I-I ;t ic decreas c con t i ltit-
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until the quasi-equilibrium value of Eq. 5-13 is attained, after which

the ratio Ne/N + remains constant. The transition cannot be accur-

ately described analytically, but the variation of N is approxi-e

mately as e(A D)t Since the transition occurs only if A > D, the
-At

variation can he taken to be 
- e

This qualitative behavior is exhibited by machine cajculations of

electron density from numerical solution of the lumped-parameter equa-

tions. An example of such calculations, kindly supplied by Warren

Knapp, is shown io Figure S-2. These calculations are similar to

those described in Ref. 5-2. For several of the higher altitudes,

the cutrves are nearly identical. This is the region where D >> A

and Eq. 5-11 is valid. At lower altitudes the electron density falls

helo, these curves rapidly at later times, corresponding to the

attachment - dominated transition regime. At still later times, the

N curves level off and roughly parallel the high-altitude curves,C

corresponding to the applicability of Eq. 5-13, The absence of strict

parallelism stems from the difference between ae and the a of

lEq. 5-16, since in these calculations (A C i Numerous other

:ipproximations useful in special cases and as aids in numerical calcu-

lations exist. !)i-ctssions of these can be fo,,nd in Refs. 5-], 2.

Constant Source

%ext. we consider the case where a constant source q is turned on at

t = O. The equations cannot be solved in general far this case, hut

an exact solution is possibl if X - a. = const. If D >> A, the

negative ion concentration remains small compared with N,, and the

:ipproximations a N a , '. + are valid.

The solution for this case is
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F

N4 e N 0 + ~7~ Can rtc) IS-l7)
e ~ vaL + No tanh (tvr) J

Cim

Since tim tanh (tV'&_) = 1, it follows that for times large compared

with (otq)'' 2

- N -t ( ,:q) - 2 ) (S-iS)
c + C'c ( > ,q _

For t << (cq) -1/2 , taoh (ty4i ") = t vaq , and

= N ~ NO + qt (t< (<< q)-112)
+ I + _- ot-

For small N0 , Ne  and N+ at first increase linearly with time and

approach the late-time value (5-18) asymptotically from.i below. lor

large No, the concentrations at first decrease according to the formula

derived above for an impulsive source, and approach the late-time volue

asiniptotically from above. In both cases the time required for the

approach to the steady state is of order (aq)- 12

Even in cases where the assumption t = ae i for all time is invalid,

the concentrations approach steady-state values for which dN/dt = 0.

From Eqs. S-S, 7 the steady-state valuef, of N and N are
+ 0

N+ fY (S-20)

+ DN.
N A + .- (5- "

A a
el +
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where cc is no longer necessarily equvl to c C but is given by

Eq. S-8. Substitution of E-qs. 5-20, 21 into Eq. S-8 leads to a cuibic

equation in a~, whose solution then permits calculation of N and N+.

Analytical solution of the cubic for ct is quite laborious; solutions

are best found numerically or graphically. Nevertheless, several spec-

ial cases can he distinguished, and it is instructive to consider them.

(1) Recombination Dominated

D >> A or a':+ A (S - 22)

In this zac thie eftfect,; of atta~chment are niegligible eithecr because of

the large detachment rate or the fact that thc rate of clectroni- re-

comibinationi is large compared with the attachment rate. In Ci Lier case

1,0 expect that

C +i

That thcse arc seQ f-consi.tent assuimpt ions can be shown by substitution

in E-qs. 5-20. 21, with A being neglected in the denominator of

Eq1(. 5-21. TIhe second condition above can thus be replaced by ei A

(2) Attachment Dominated

A>> 0 .N (5S- 24)

III t hi s cOsc a1tta ChNICIt d0unil mates electron ic recombinat ion , and the

termi a.jN+ in the denomn:ator of Eq(. S-21 can be neglected,



(2a) High Detachment Rate

If, in addition DN >> q, we have the previously discussed equilibrium

between attachment and detachment. The q term in the numerator of

Eq. 5-21 can be neglected, and we find

D D c ei + A C..
N _ - e ii (S-2S)+ \,:' e ,+D +A+D

The conditions for validity of this result then become

(D cti + A cc..) q
(A+D) q and I i> -2A >> cci \' D i . + A a. a 1 A+D S -26)

(2b) Low Detachment Rate

In this case we assume DN << q. It can be shown that this assumption

together with the assumption A >5 Ci N leads to negative values of

N unless A >> 1), and that therefore the only physically meaningful

solutions arc

N , N - , z± a ... + ( i - i ' . -
+ i i Ci ii(n.;

In general a quadratic must be solved to determine ci. In the situa-

tions of interest, however, a.. < Ci, so that for the case ., A,

11

quasi -Eui .ibrium_Arpprox mation

If the source function q varie; With tiime, solution of the rate cqua-

t ion:, becon:c v . di f icilt and . n p Op, -i .t _ s _ ,r, c rsal validitv

for general variations of q can be fo.|nd. lok*.eve r, tiicru is , cl.,ss

of problem:; for which useful ipproximat ions exist. 11 the variation of
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q is s;ufficiently slow, the concentrations have time to assume quasi-

equilibri ~n values consistent with the instantaneous value of q, and

the steady-state solutions discussed above are good approximations.

The condition we wish to impose is that dN/dt =0 and can be neglected,

so that the differential equations can be replaced by algebraic equa-

tions. If this condition is satisfied, the steady-state solutions dis-

cussed above provide a good approximation, although now the N's are

slowly -varying functions of time rather than being constant.

To see the restrictions implied by this condition, first consider the

equation for N+. With the assumption d.N,,dt =0 we have N+
The assumption concerning (IN, ;'dt is valid provided J.\+/dt << 1, which

iturn implies

dN Ndcf+ + - <
dt 2 Jt 7'ad t

n the special steady-state cascs discussed above, a is approximately

idependLnt of both q and N+. Hlence, drt/dt =0 and the .ondition

isthat

(uq) dt<

--ht the fract i ,nal ch:ins-: iq q in the charact( ristic rfecomlbin-

:il r ime (q :(A 1 e nI

!1 CasO (I_ ahCv N" co!N jIy (,I) tI. it U'. ,dt be "1..3ll

iiiet, th._ same cond ti, or, i.!,dt as flat ] nierrcd ahove. ih; 'Ir'U-

' zji~ ia tu Liio ,u w~I; vt- -j r triat j,% Li canl he ne ctd i

-do



and in case (2b) if

A-1L< qdt

;.,that the fractional change in q must also be small in the

characteristic times for attachment and/or detachment.

When these conditions on thc rapidity of variation of q are. satisfied,

reactions are proceeding so fast that the species concentrations can ad-

just to the instantaneous value of q. The past history of the varia-

tion of (I is "forgotten", and the steady-state solutions provide a

good approximation, the quasi -equilibrium approximation. Regions of

validity for the approxir:tc sclat ions (1) , "23) , and (2b) for daytimc 11

ambient atmospheric conditions arc shown in Frig. .-3. The figure was

110 VAPIC KC!1- -1" T! t' i~ ' _LU'I,*"S A;Z- .A.I L AUFL iCA Itif
TIME A<". -1I. ~ L~r

(jINDtIUJ!,i7' OF ALTIT'iU

~10'

U-J 3 -0

-- e
10" A7

40 50 f6C) 70 TOO~0

ALTITUOL (kin)

Figure 5-3. Approximate quasi-equilibriumf solutions (Reference 5-2).
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taken from Ref. S-2, and corresponds to the lumped-parameter rate

coefficients assumed there and discussed below. In general these

cases correspond to decreasing altitudes and day to night transition

in the order presented.

5.2.3 LUMPED-PARAMETER RATE COEFFICIENTS

A set of lumped-parameter values consistent with a limited set of de-

ionization data for a moderately perturbed atmosphere below about

120 km is given by the following analytic expressions:

3 x 10 (Te < 300
0 K)

aei ( , (cm3 sec- 1) (3-23)

9 XT0 (Te > 300 0 K) S
.= 3 x 10- + 6 x 10-6 pT-s/2 (cm3 sec - 1) (5-29)

A =5.4 x 102 p2 T_ /2 eXPL T1.

+ 1.3 x 10-1 5n(0) + 2.5 10 12n(03) (Sec - ) (5-30)

.5 
( 6 0 _ h ) 1

{)(daN) 0.5 exp)[-0.392(60 - h)] (50 < h1 < 60) (sec - ) (5-31a)

0.01 (h < SO)

[)(night) : 1.5 x 10 (sec
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where

T = atmospheric temperature at altitude h, (K)

T = electron temperature at altitude h, (K)

e

1 = pressure at altitude h, (dynes cm-2)

h = altitude (km)

n(O) and n(03) = number density of atomic oxygen and ozone,

respectively, at h, (cm- 3).

120

100
,5 . i 0 '

-" 30 ""

- AMBI ENT ATM, OSPHLP.iC60 . .,

-40

el4 Al 1
1ei ... -- i) - -

20 "

0

O- 10-7 10 l 's

, ' [',I, !2 COEFFICIENT (crni sec";

Figure 5-4. Recombinatiorn race coefficients versu:, aititude (er: e',e
5-2).
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Figures S-4 and S-S show values of the recombination coefficie.nts and

the attachment and detachment coefficients as given by Equations 5-28

to 31 from 0 to 120 kin altitude. It should be stressed that this is

a set of rate coefficients. Used together, they give good agreement

with a limited set of experimental data. Great caution should be

exercised in making changes in an), individual member of the set.

Reactions approximated by lumped-pa.ameter rate coefficients for use

under mildly or extensively disturbed conditions below about 100 kin

are discussed briefly in Section 5.4.1 of this chapter, and the chnrac-

ter of deionization at higher altitudes is discussed in Section 5.4.3.

5.3 ATMOSPHERIC CHEMICAL REACTIONS

With the exception of the subsection dealing with reactions of neutrals,

this section parallels the formulation of the three-species model. its

objectives however, are completely different. For each generic reaction

type previously identified in a schematic fashion only, we nov consider

the chemical species and reaction mechanisms that are important in. the

deionization process. The discussion here is qualitative in nature;

reaction rate coefficients, when cited, are primarily for illustrative

purposes. For further details and an extensive list of rate coefficients

and related data, the reader is referred to the second edition of the

DNA Reaction Rate Handbook, Ref. 5-3.

5.3.1 ENERGY DEPOSITION PRODUCTS

The perturbed atmosphere that constitutes the initial state for the

deionization process is established by the deposition of energy from

1an ionizing source. As before, we confine our attention to regions
sufficientlv far from the source that the gross thermodynamic propertie

of the air are essentialiy unaffected. ior example, since the arn!icnt

davtime ionization increases with altitude while the tot Al number dcns ity

decreases exponentially, a maximum fractional ionization of l0- represe't:S
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an ionization level 1011 times ambient at 55 kin, 104 times ambient at

100 km, and of the same magnitude as ambient as 200 km thus for the

same fractional ionization, the degree of pertui'bation is much more

significant at lower altitudes.

An intense ionizing source gives rise to an initial distribution of

products largely determined by the ambient compcsition at the point

of energy deposition. For each 33.9 eV deposited, onc ion pair and

associated excited products are formed. Although there is some un-

certainty regarding the relative amounts of certain of the species

formed, the resuits of Ory and Gilmore (Ref. .-4) presented in Column

2 of Table .'-I represent the best current estimate. I
Tabie 5-1. Species produced below 100 km by ionizing radiations.

Initial Particles Effective Particles
Species per Ion Pair per Ion Pair

e 1.00 1.00

0.75 0.75+

0 0.19 0.19

N0 O.04 0.04 V
+

0 0.02 c.02
N2 (A 'E + 0.6 0.0

U
02 (a 1", 2.0 2.0

N('D) 0.3 0 3

N 0.2 0.2

0 0.3 1.5

I.

L
Z :Yli.

. .. .. 57-- i Z



Ory and Gilmore indicate that the value for the excited N2 A-state

includes higher electronically excited states of N2  th:it rapidly

decay radiatively to the A-state. Further, by virtue of the very rapid

reaction

N 2 (A 'Z ) + OZ- N2 + 2 0U

the values in Column 3 effectively define the initial composition for

describing the subsequent deionization reactions. Ihe excited and dis-

sociated neutral species are important because of their contribution to

key deionization reactions as discussed later.

5.3.2 ELECTRON-ION RECOMBINATION AND RELATED REACTIO!.

Recombination reactions invoiing electrons and positive ions afford

one of the two charge neutralization paths of the deionization process,

the other being ion-ion recombination. As foriiluated in the lumped-

parameter model, electron-ion reci,.bination vas characterized by the

single rate coefficient ai.. 'he prc',ent discussion examines the

mechanisms of this recombination process, and considers the related

set of reac ions through "Which the chemical IaItuIre Jf the ion is
changcd while conserving the positive charge.

Mechanisms of Electron-Ion Recombination

L;[1('11 thc I-,ji'l ilcl t "  
oft c:llsL. .id t 0 1O .' t'l'\ :iA I:I0rIL'nt im r11'(" t.1kcIl

into account, three distinct re, .,ation iechsli-s caIi be reconi zed:

-
tdI!ssociative: e' +' -. ' + 'I

IIad iI ti V C + X L.

11 'r-e -hod v + X + . X + -'I
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XY is a molecular ion, X is an atomic or molecular ion,an

M is an otherwiie unspecified particle.

Dissociative Recombination

When positive molecular (diatomic or polyatoiic) ions are present, dis-

s( :iative recomhination constitutes the dom~inant deionization pith :

virtueC Of Its large rate coefficient, of the order of 10-7 to I[)- c:.t

SeC-1 thc smaller values aro charactoristic of simple diaitomic ions
+ +

suhas 02+ 2  , id" NO+ , whi le tho larger vali ec apply to thc corip! cx

and cluster iouns destriledhe!ow HIe reaCt'Qui oiI' vr.xd

through an intcrmedi ate rc,-0ii ance st-Ite or f101CCU I ,i.hiIl XV1

loses its excss onergy lediss oc iati on. Both theoretical cons i derat junrs

and cexperi;:etntal resuilts indicate that dissociative rcornhiiiation is

exo thermi c, has nu actlcat ion energy, and -;how: I t Lmperature dopendence

bQ 'eenl 1 1' ( t 5 h1o1d on i ni :c o1 fl th1s d i.;soc i o flyc i

li saiS!in ll 'LI ]-a~ 01- molecuL1r3 io1S tit :iCU ft oe teC f-e- 1

(jeICIt USC(. of tne vih2 ."I 'o repr(e-ent the gcir lectronl- 1:01n y-

tewh 1!i nAt iOn ],OUSoc Is bt r 'is erpi-i: -Lt: role 0! t!.( othi two

11iC ;ipp r-p Ii a te -bo

P,)d ia)ti Roc 0,1b i t ion

I C. t so - 1' 0' no,1)j11it ii 11 o i LL 0 .1 ~ i; t- t I 0715 3C o 1i I1

exe:!esS f' (.11 v st .)y i I I ()l V :t' u. .Ii

it -om 7j" o S \ (1-e s -I h

Of h~~~~~iL' i '-I -1 ;

ti ) Ie w l) lCt it n 'ill '-t 11 i -o I i :r-e i- ]:ti ,I'.o i' ,heilai

)nii l A 1- o cIt !' in S;~t (Jll F 2 .. i 'A .I



Under these conditions the electron density and temperature are also

high, and three-body recombination with an electron acting as the

third body must be taken into account. The three-body and radiative

processes are coupled together, and give rise to the so-called col-

lisional-radiative recombination. A wide range of values for the ef-

fective rate coefficient for this process has been csti-: atcd, dclcnId.-

ing on temperature and electron density. For temperatures of a few

thousand degrees and electron densities less than I0: cm-., the effec-

tive rate coefficient is of the order of 10-11 or 1012 CM 3 sec - 1. For a

discussion of this point and further references, see Ref. .-3, pp. 16-18, 19.

Three-Body Recombination

The last mechanism involves the interaction of the electron-positive

ion reaction intermediate with a third particle capable of carryi;ng

off the excess energy of the reactants. The requirement for an energy-

transferring collision during the short lifetime of the intermediate

implies that three-body recombination must be limited to regions of high

particle density. For this mechanism, with a neutral as the third body,

to constitute, say, 10 percent of the deionization, the product of the

rate coefficient, which is of the order of 10- 26 cm6 sec- 1, and the total

particle density must be about 1/10 of the dissociative recombination

coefficient, typically 10- cm 3 sec - 1 Thus, the neutral density required

is about 1018 cm3 , corresponding to an altitude below -.a km.

For a given electron-ion pair, the three-body recombination coefficient

varies somewhat with the nature of th neutral third body; polyatomic

molecules such as water vapor are more effective in stabilizing the com-

plex than diatoi.ic molecules, which, in turn, are superior to free atoms.
b

When the third body is an electron, the radiative and collisional re-

Cnmhij ia i on m;t he i reatf-d toI(ether, the isci u, abo\e under

radiative iccombination.
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Positive Charge Conserving Reactions

Reactions that alter the composition of the mix of positive ions from

that formed originally are important for understanding atmospheric

deionization. The previous section indicated that dissociative re-

combination necessarily involves molecular ions, and that the rate

coefficients tend to increase with increasing complexity of the ion.

Consequently, reactions that convert atomic to molecular ions and

molecular ions to complexes and clusters create a positive ion mix

that increases the dissociative recombination rate. Three classes

of positive ion conversion reactions are described in the following

subsections.

Charge Transfer

Charge transfer reactions provide the route by which initially formed r

ions of high ionization potential become neutralized by electron cap-

ture from species of lowe" ionization potential. Ranked in order of

decreasing ionization potential, the species involved are N2 , N, 0,

02, and NO; each is capable of being ionized by ions of an' of the

species with higher ionization potential. This yields a set of ten

charge transfer reactions whose rate coefficients vary from about

10-i2 to almost 10- 9 cm3 sec - 1
. Nitric oxide (NO), a minor atmospheric

constituent, is enhanced following a disturbance by a series of reac-

tions yet to be considered. Consequently, the result of the charge
++transfer reactions is the rapid conversion of positive charge to 02

and NO" prior to recombination or clustering (discussed later).

Of particular importance is the reaction

+

N2 + 02 0 02 + N2
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This is usually the only reaction that competes effectively with

electron recombination of N1. When recombination occurs first, two

nitrogen atoms are produced (one of which is probably in the 2D

excited state) and the production of NO and NO2  is enhanced.

Atom Interchange

These reactions follow the pattern of the charge transfer reactions

except that as the name implies, an atom or ion is interchanged

rather than an electron. Virtually all the important atom inter-

change reactions in air lead to production of NO+ at rates that

compete with the charge transfer reactions. Examples are:

N + 02 -- NO+ 0
+ +
2 + 0 NO + N

0 + N2 - NO + N

The last reaction is of particular importance in the F- and F-

regions. It is not uncommon tir large parcels of highly disturbed

air to have more 0+ ions than the remaining 02. Chargc transfer

with 02, with subsequent dissociative recombination, cannot then

provide a path for rapid deionization. Since radiative recombination

is slow, the atom interchange reaction of 0+  with N2 is the rate

determining step for deionization. The rate coefficient for the

reaction is, in addition to being dependent on the gas kinetic temp-

erature, v ry dependent on the vibrational state of the N2 molecule.

Since the vibrational populations are not likely to 'e in thermal

equilibrium with the gas kinetic temperature, the deionization cal-

culation become- somewhat complicated.

in the D-region of the atmospherp the net result of the charge trans -

fer and atom interchange ieactions is to convert the initially formed
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4-+

positive ions to the more stable diatomic ions 02 and NO+. This

positive ion mix may be thought of as the first phase in the conver-

sion of positive charge to its terminal form.

Positive Ion-Neutral Association

The last two phases of atmospheric positive ion evolution involve

reactions with neutral molecules to form simple molecular complexes,

which then enter into sequential clustering and rearrangement reac-

tions. The complex formation reactions proceed via three-body associ-

ation mechanisms that establish transitory equilibria between the

complex and its components:

0 2 + 02 + M' 2 020 2 + SI

and
+ + u

NO + NO + M'---- NO .NO + M

The 0 +  complex is assumed to retain its ability to io;iize nitric

oxide by the reaction

04 + NO -- NO + 202 (k = S x lO- 0 cn3sec 1)

Roth complexes e!ter into rapid di sociative recomlin ation reactions

tith electrons:

O + 202

NO -NO + e -- 2NO

; ;'ib chlr'ltl l : IC 1,.t4 ' (' )tII cI'i' t ' d of " 0( 6 1( ll . CCsc

Since the 1965 di scovery in the 0-rei ion of the hVdron iIurn io, I1

and its higher hydr tes, 1130 I1{2)) with n ranrgini,, front 1 to 8
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(Ref. 5-5) , atmospheric and laboratory experimental efforts have been

devoted to elucidating their altitude dependence and the reaction

sequences that produce these ions. Two such sequences are now known to

be significant in D-region chemistry; one is based on 02 1hydratior

and the other on NO+ hydration. I
The 02 - 1,20 sequence (Ref. S-6) comprises the reactions:

A
(a) 02 + 1120 + \I - 02- 1120 + \i

++I

(b) O. + 1120---021120 + 02
+ +ii

(C) 02 1120 + 1120 - 1130+ '011 + 02

(d) 1130 ,011 + 1120 - 11301+ZO + Oil

(e) 1130+'1120 + 1120 + Ni -H3- 0 + (112C)2 + NI

I:

Rcaction (a) is three-body association and (h) is referred to as a

switching reaction. Both lead to the same product. Reaction (c) is

a charge rearrangement whose product undergoes the switching reaction

(d) to generate a hydrated hydronium ion and a hydroxyl radical (O11).

Reaction (e) represents the trimolecular clustering niechanisin by which

further water molecules become electrostatically bonded to the central

charge through ion-dipole interaction.-; the continuation symbol (.

indicates that this three-body process is repeated to form the higher
po Iyhyd ra te.

The sequence of hydrate formation involving O- (reaction (h)) is

usually much faster (by several orders of magnitude) than hydration
+

via reaction (a). :ny reaction that destroys 0,. before it can re.dct

Vwith 1120 will therefore mitigate and retard the formationl of the

hydronium hydrates. h0 such reactions are:
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+O O +03 (k- 3x 10- 10 cm3 sec-1 )
O:++

04 + N1 02 + 02 + M "

The first of the above reactions prevents the hydronium clusters from

becoming the dominant positive ions via the 02 - C+4 sequence when

atomic oxygen is a significant species constituent. This applies in

the E-region of the normal atmosphere and in parts of the D-region

in which atomic oxygen has been produced by a strong dist=irbance such

as a PCA event.

+V

The second reaction is the thermal breakup of 04 and is endothermic.

However, the binding energy of the O. cluster i!, small (<0.5 eV)

and only a ymall change in temperature can have a significant effect

on the relative concentrations of 0- and 0+. At 60 km an increase

of just SOCK over the ambient temperature decreases the 04 to 02

ratio, when the Inermal breakup of (: i.: equll to the formation, by
about a factor of fifty, and this reverses the dominance of the

4-+

cluster ions. Thus, clusters formed via the 02 - 04 sequence will

be significantly diminished in importance in air that has been only

slightly heated by a disturbance.

Thc formation of hydronium hydrates via a sequence of reactions in-
+

volving NO has also been determined (Ref. 5-7). In addition to4 .
the clustering with NO, NO can cluster with COz and possibly N2

and 02 via three-body reactions. This is followed by a switching

reaction such as

NO "C0 2 + 112)---NO+'1120 + CO2

+,, .,, . o clu t w h i2

NO + 1120 + M-----wNO +*II0 + M

2G5



By whichever mechanism formed, the monohydrate then clusters via three-

body associations to the trihydrate, NO+'(H 20)3 analogous to reaction

(e) above. At this point, a unique rearrangement occurs:

NO (H20) 3 + H20 -; -O *(H20)2 + HONO

and the hydrated hydronium ion then continues to cluster by three-body

association (ref. 5-8).

The above sequence does not, however, adequately explain the distri-

bution of hydrated ions in that part of the natural D-region where

NO is the initial ion formed (above 70 km). Another sequence is

being sought. However, NO+  is not the initial ion formed under most

disturbed conditions. The 02 sequence, about which we know more,

is much more important in these cases.

The larger cluster ions provide ideal targets for dissociative recom-

bination with electrons. The coefficients ad increase as the number

of molecules in the cluster, and hence the possible degrees of freedom

for dissipation of the energy, increases. The balance among the var-

ious reaction paths for positive ions which have been identified

depends on degiee of ionization or electron density, and ambient con-

centrations of H20 and C02. As a general rule, higher electron

densities and higher altitudes favor recombination with diatomic ions;

lower electron densities and lower altitudes that With cluster ions,

since timc perits thc-ir formation.

Figure S-6 summarizes the salient features of the reactions considered

in this section. In general, the species toward the right of the

figuiv fUL,,1 at pruVg~tbivei. iatev" time. Aii impurtant imp licatiui Uf

the figure is that the recombination rate coefficients increase as the
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Char,,e tra,,rsfc. ,, ,Ipe, Ion $~tiiq c ~~qand
ato.v inter har~qV g forr~ t I a r-rag en

Fioure 5-6. Simplified Schernatic of Positive !on Evolution.

po it> ion mix changes from diatomic. througih complex'k to ciluster

on forms at a r;itc It termi ned I), the inud ivi dual corn cr si on rates !)I

the ionS. , hIz ,II lower elect ron dens it icsr ( Io sOu SOT-st rcn~,ths and

lower altitudc. (h i hr th r( - ~ riitc ;cai I T!1 to CIu I- te r f orimi

t i 011) IV<[] I t j ,tj I c 'r 11 hi! I':1 1 fCit ct i Vfij-rctojio; I nat j on roit (

Coc ff i, ci ent s
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5.3.3 ATTACHMENT, DETACHMENT, AND NEGATIVE ION REACTIONS

The negative ions involved in atmospheric deionization processes are

formed initially by the attachment of free electrons to neutral species.

Once formed, these ions participate not only in a series of chaige

transfer, atom interchange, and association reactions tending toward

the formation of stable, terminal, polyhydrated ions, but also in

detachment reactions that regenerate free electrons. At ali altitudes,

the allotropic forms of oxygen are important species in the early and

intermediate phases of the negative ion scheme; other deionization

products and minor ambient constituents such as C02, NO and [20 play

important roles in the late phase, but this develops more slowly than

in the case of the positive ions.

Electron Attachment 4

As a measure of their relative tendency to form negative ions by attach-

ment, the electron affinity of typical atmospheric species increases

in the order NO, 02, 0, 03, NO2. Of these, 02 and 0 are usually

the initial negative ions formed.

Three-Body Attachment B

As exemplified by the reaction:

+ 02 + M- ---- 0 2 + M

three-body attachment is the dominant mechanism for 02 formation where

Oz densities are sufficiently high; it is well established that the rate

coefficient of this reaction, approximately 10- 30 cm6 sec -1 at 300' K

when M = 02, is at least ail order of magnitude smaller with NI = N2.

Three-body attachment to species other than 02 does not play an im-

portant role in atmospheric processes except under spvcil c± uh,5tance.
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Dissociative Attachment

This mechanism dissipates the excess energy of the electron by dis-

sociating the molecular reactant:

e + XY X + Y

The reaction with 02 is several eV endothermic, and can be neglected

at thermal energies. The reaction with 03 is slightly exothermic

when 0 is the negative ion produced:

+ 0 3  -- 0 + 02 I
and has a rate coefficient of about 10- 11 cm' sec -1 . Thus, as the

ozone concentration builds up, this reaction becomes an important

source of 0

Radiative Attachment

The third attachment mechanism involves the emission of radiation:

e + 0 -. 0 + h.

The relativcly hisih electron affinity of the free oxygen atom makes

this an important process in regions of high 0 density, :., at

high altitude or as a result of high ionization levels. With a rate

is 3 1coefficient of about 10 -  cm sec this reaction is faster than

radiative attachment to 02, thus favoring the formation of 0

rather than 02 in low density regions where the three-body formation

rate of 02 is mal. As a result, 0 concentrations becoriie sik -

ni fi cnt at Alt i tudes well below that at which the 0/0. density

rait i s ner unit, 'about, . . .
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Negative Ion Reactions

Although detachment reactions are an important class of processes in

determining free electron densities, their inclusion under the general

heading of negative ion reactions emphasizes the fact that they are

competitive with the reactions that form stable (-.e., non-dctaching

species and that initiate the reaction chains leading to the terminal

negative ions.

Detachment Reactions

Three of the known detachment reactions are reverses of attachment

processes already described. The reverse of three-Lody attachment

is collisional detachment:

02 + Ml- e + 02 + M

The reverse of dissociative attachment is associative detachment:

0, + 0 e + 03, (k ~ 10  cm3 sec

and the reverse of radiative attachment is photodetachiren.:

0 + IP) C + 02

Collisi ,nal detachment is endothermic and is not of na.,r imp ovtaince

at ambient at-ospheric temperatutres. It bCcomes ic-'s rm i v imot

int at higher teperatitures, h owevcr, :An1d cam ca>il> hI)C t he 1, iw nt

detachmCnt mechan isni in d ist!17rhd region. that arc heated seve rPal

hlm dred degrees aboe ambient.

ArmOthl'r t j'e ot :c1lii i,a1 dctachl-'mmt , :11 cxcitc l at( I: oi.

mOl C' l . I,)TC s 1,: re c; on iS
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02 0+ ('A - + 202 (k ,101 cm's sec- )

Other reactions of this type may' be importa-,1- but have not as yet

been observed.

The high photodetachnent ra.-es f 0- and 0-2 lnder the influence of71

the normal daytime solar flux, 1.42 sec- 1 and 0.33 see1-, resnectively,1

contribute significantly to determining the free electron density;

this effect is illustratedi by the difference bctvecn the overall day

and ni,,ht detachment rates sl~wn i;, Fi Lznre -

'Ihle -,))c c 0 -and 02 arc by far tile os impol tant 1known dot>--,M

inent rcac-ants in the Jciorni-atio-i process. In addition to the do-I

tachment -eact ions aboxc e hake:

0 + V)---

*NO ---- e *NO.

1hciese rect iun', i.ivech:rit t ic. rat(- cocffcjtnts, of -vardcr7 of

I C~c;

Charge Trarsfer and Ato--. Interchinge Redctions

1 hc 6' ald () int i . Ii. toiii vd ,;i V I C- ];c Alla : S: .i fe I

(.i t a'l AHi1 o '-i i"i I

*t J, t..*

t 'I t



03 is important in atom interchango reactions because of its abilit)

both to charge transfer and oxidize other molecules:

03 + NO ---- aN02 + 2

03 + CO2 ----- C0 3 + 02

03 + IN 3-2 V)7. + 03 or NCO3 + 0

Negative Ion-Neutral Association Reactions

The 0)3 1ion i iwo Ived i n the prev ious r'cact i on s s l ;t) f clrmcd by a

threc-,dy aissociation mechanism:

0 + 0O2 + !A- 0 3  1

ii tjj a ra1te coeffi,:cnt Gf theC ordcl- of In '~C: e

In th(c lovwer 1)-region and he Iot , :oimplex faniat ion ') o ic(-bo~vayc

iatiom invoicijng 02 is a key reifction:

02 () - - ~ ) +

Icw r v d,: Al IN' .J- ): :;t kcI;)1 ' tii;

*N1" () I



but the prevalence of C02 in the U-region favors the faster

reaction:

02'1120 + C02 - -. C04. + 1120

A list of all thc possible rcaction paths that can occur after the

initial ncgative ion is formed will not be given here, but Figure S-7

sunmmari zcs, the scequences that are important. Ill general the trend

of these paths is to form thc "terminal" ion . 03, providing, of

Fijire 5-7. Pttacment, Detachmient an(4 Negative Ion Reac:tions.
Ij ;a,he(; at-row-, indicate paths most, affected b~y

chdinquC. Ifn ph t odel dchinert tCoridi tions,.



CO~rse, a detachment cr ne itralization does not uccur along thc way.

'rho term "terminal" refers to an ion and its hydrat( - that i I1

neither undergo detachment nor be converted to another negative ion

prior to neutralization. (The N03  io4omdfoiO n O

is believed to he isoncrically different from that formed from 0

03, CO3  and NO2. The former is probahly not a terminal ion as i s

the latter.)

Wc have said little about the hydrates of C0 3 , C04 , NOZ and N0 3 ,

althOugh thcy occur promine111nt ly in thc natural1 atiinospheric , p~art icularly

at low alt ituds . This is because tiicv form slowly, muchi n-ore -- 1oLvv

than the positi-c ion I.1,vdlrateF , and b~carise thcrv is .o QVIdenCC Yet

thait thuy h)Chavc sign ifircant i. di fferc;tly than.1 thC :1-r-e TICA-Zt iC ionI

s Can he ,cen fl..) t3i ~ 3I X l~ il 0I ii. ~ (-~

'I ons 0-3, 0. , C03 , and C0O- can , primarl ci yratin ith atnilt i

tixygcli, he reconverted to o2 , ;,which i, detachale. 'Ihis i, onec 0 J

of the n.'a r obstacles ;n tryi nt to apply va simple lumped-p:ari'nctc r

sh-:1.l t ic-1-phrric dcjiii ; :.;t uL)I part &ril~rly it a;t * I id,-.- ~r
JH> mtii .ox\gcn fiwe I,.\-j~ a di stro icc i pLr- i tt; for- iiaiivy Se.C0livs.

HIi %* C L'Tli t t tL-z: (Of 0 !:1W)l' "keLitlIA 1~ ;l c ~ ~.a .l ', ~

.4 P: I iCAI- 'J Ni[U1Tt.AL SPli(-L I.
t ~ 'r-



Bc.alnse of the absenice of charge -induced !te ctions (paltarizration,

on-dipole ef fects , etc.), react i onIs amoicng ncotra Is are slower and

show I greater tempera!ture dependence thanl those inoiin1jis, Th is

appears :n both the pic-exponential and act ivation ene:gy factors of

the rate c(Jeff~( tent. lIn the cool, ujildiy disturbed rioscnied

here, the neuraFac.tions; 0l iprtance:( areC, .i tlh a S igle CXwc pt iolI,

I it I jl S!c: I', )d a~n t- .1d' - C) fr I% f(

lio State d otd Vt' ound dateQ i s assumed1 . 1,11 sjt t ii cee

src IeS *.~AV, t i viT > OLit i i I I t Iti~lO. I$5 ~

I'to-. ons .' n a-:ec '. iii je t- .)i.. .

-c!. .ol, 4i- ti _ 1 1 ! , *).; !

t -' . ! I W

N. andUN Decav



N(2D) + NO N2 + 0

k2 = 7 x 10- 11 cm3 sec - 1 (3000 K)

The saturation value is obtained when the production of NO by the

first reaction equals the destruction by the second reaction. This

yields

k, [2
[NO]saturatio;i - 2

This value is reached only when the initial N(2D) concentration is

very large or when there is a very strong disturbance. For moderate

disturbances the NO production will be essentially equal to the

N(2D) destroyed.

As can be seen from the two above reactions, atomic oxygen is also

produced as the N(2D) is destroyed. The ratio of the 0 produced

to the N(2P) destroyed will be between one and two. The value of

twu is approached only for very strong disturbances. The atomic

oxygen adds to the initially produced oxygen.

The decay of th groUnd st;itc ',tomic 11itrogen 'Ir)CCe hn ni ilad v u

that ot N('[I). L. controlling reactions :ire

N + 02 NO + 0

1. = 4 10-17 cm ec - (3000K)

N + NO "-- N 2 + 0

k 2. : 10-  cm' cc -1 3006 K)
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The value of the first reaction rate is small because of a significant

activation energy ( - .35 eV). Because this reaction is slow, other

reactions that deplete the N can be important. If the ambient 03

and NO2 concentrations are large enough, one must consider

N + 03 NO + 02

k = 6 × 10- 1 cm3 sec - ' (300 0K)

and

N + NOz- Products

k = 1.8 x 10-11 cm3 sec- 1 (300 KK)

The 03 produced by the disturbance (discussed in the next section)

is often produced rapidly enough to enter into the N decay. Instead

of producing atomic oxygen, as in the reaction with 02, an ozone

molecule is destroyed by the first of the above reactions. This de-

creases what is called the "odd oxygen" (the sum of [01 and [03]1,

rather than increasing it.

Atornic Oxygen and Ozone System

The primary rcactions affecting the atomic oxygen and ozone concen-

traticis are:

0 + 0,2 + Ml----- 0 3 + N1

k = 6 x W0- 3 cm 6 sec -1 (300'K)

I_... 1 + (1, - 0-. + 0,-

K I lo I× 1 C-1 c Sec - 1  (3woK)
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The second reaction has an activation energy of - O.ps cV, and ne vf

the product oxygen molecules may be excited to the 1% state.

The atomic oxygen-ozone system behaves very much like the atomic

nitrogen-nitric oxide system, in that the o:oc' for:ic t on -t nra! C__

at a value ,t whiich the destruction by the second of he ibove re-

actions equals the formation by the first. In the l-region this

occurs only for very large initial atomic oxygen concentrations, and

therefore only for strongly disturbed regions.

1)uring the' d m e ... t.di it rcwiot

0+ h.----O('A + O

Lind

0,+ W.v -- 0 + 0 .

lust bC considercd. Sunlight dissoi ztc:s .zonc ii times as -err : -

lO0 scconds, Jpond ing on the altitude and the solar zeni th a.ilt- L-
"1ie0 ;itOE.i L ux2"cLII lnducd l:x theL ihu)t,'J.- SCiJ atoi £0 0! i5 thc !

Of "-.d oXV.:11' in th( it li at!io)sp i'.eI

Nu - NO, System

'I e N), which is olorri'ed th W'inl Iin- Ill ' , ,iud J a. , I ci> (crt 'I

to .Nl)? I ec N ),

A1i -o i tl, :
Ar

- -t-



0 + N02 - NO + 02

k = 6 10 -12 cm 3 scc-' (300K)

The first reaction has an activation energy of about 0.1 eV..j

Setting the destruction rate of NO2 equal to the production rate,

one finds that the ratio oE [NO 2] 1o [,NO] can be at moSt

1 .021 3 [ Lj

at 300'K. Thus, it takcs little atomic oxygen, relative to the ozone,

ti) provent the .'onver-ion of NO to NO2. )urin g the daytime, the

niatural ID-region as appreciabl!e atomic oxygen, and the NO2 concen-

trat ion is smal I co;pa red to the NO concentration. Tbhis; ritio is

affected in part by the photodissociation o! NO2 d2ruf,, the day,

N()2 + h' ... .. NO 4 0

\t zero solar :enith aityI:, tie time constant fur N"), j'h'udi!, ucia-

WIo i:, ;lb.ui t IM) . (COil S.5

lirin , Ie Hi :.ht the k() Ird Iccd Iy I. I i rbaiice wi l not bc oI(-
v it .d It) NO; W: t i I t i' It ; OliIi C 0):i''Il C',llitilt I tion has decaNed to

q T.V ': I (I I'd U 1". 0 f 111A J', I t ,d I ALI (2 1), t Ic K' (9 k'Dll, . I I I I',. It i oll.

. ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ : I I ji tit [- ;1;i ,u i,' l.il:t r:ii .It ioll ot JI,~ III I

" . , . I ' ,,;U
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accomplished primarily in the natural atmosphere by 02:I

02 (A) + 02 -" 02 + 02

k, 2.4 , 10-18 cm, Sec-

If there is sufficient 03 present, there is a significant contribu-

tion to the decay from the reaction:

0 2 (A)+ 03--b- 02 +- 02 + 0

k - 3 x 10' cm3 sec(30K

This last reaction is endothermic hy about a tenth of an cV, and has

a c t i t I ion ('jlv1g\ of al)I( )Ilt a ;ua rt-1 of il' k"

Interactions

Although the sets of reactions given as important for cachi species

will usually determnine the gross behavior of the ;'cm ,It i;t

among thc diffcrent systems are often important. I-or instance, if

the anibient N0 2  concentration is large compared to the atomlic oxygen

concentration initially produced by a weak disturbance, thc oxygen

decay, will often be doniiiiatcd b'y the reaction

o + N2--NO + 02

aind not hy the three-body Tecopihintit 0 with 0,- to form ()3. 111

;0 i i ton , the react i inn tf ()2 (1- ) and No I Am ()3 call affect thv

oZonle Cojjn.ltrat iOn -;Ig1Iit'iCJItIV.



Figure 5-8 summarizes schematically the neutral species chemistry

we have described. A more detailed examination of this subject can

be found in Reference 5-11.

5•.5 ION-ION RECOMBINATION

The mutual neutralization of positive and negative ions does not be-

come important until the negative Ion density becomes comparable to

the electron density. As a result, ion-ion recombination is charac-

teristic of the latter stages of deionization. At low altitudes,

where attachment is large, the negative ion density builds up very

rapidly and ion-ion recombination is important very early in the de-

ionization process.

Mechanisms and Rate Coefficients

Experimental determinations of ion-ion recombination rate coefficients

are quite limited due to the difficulties of preparing specific react-

ant ion mixtures at the energies of interest. In addition, except for

the case of both ions being monatomic, the reaction products are un-

known. Nevertheless, experiments have yielded vLlues of the order ot
+ +

10- 7 cm3 sec -1 at thermal energies for positive ions such as 0 , 02,
1 +

N2 , NO and N+ and the negative ions 0 , 02, NO2 and NO3 .

There are no experimental data regarding the ion-ion recombination

coefficients of hydrated ions. Values have been inferred from

atmospheric data that range from i0-8 to greater than 10- cm3 sec -.

In addition to the binary recombination, recombination may be accom-

plished in a three-hody process involving stabilization by a neutral

particlc. Ior the reaction
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NO + NO2 + M - Products

a rate coefficient of 2 x 10- 2 5 cm3 sec - 1 has been measured with M = N2,

and it decreases by an order of magnitude as M represents the noble

gases in sequence front Xe to fie (Reference 3-9). *,hese result.s

are consi,;tcnt with theoretical predictions of rate coefficients in

the range I0 2 to It " ' olt sec -
1 for various confi gurat ions of the

three-body intcrimediate state. Dills, for three-body rocrm ination to

doi:dnare the tw-body mechanism, the neutral density must cxcecd about

10 C ", ,:orrespondinl to altitudes below at)out 25 km. The ions at

these altitudes, however, oviii be strongly hydratocd and the rate s;iver

above might not apply.

Representative Recombination Reactions

i-or the ii ustrative reactioo-

NO + NO2 9radwlt s

it is not unrcasonab 1 to Issume tho products are NO and NO2, par-

ti 'oI arly wIh(-r -a thir" di odl is prosernr to -arry awi--.' : c 'e.'('Css -ne v.

"lhere is enough. :n(-rgy ,'a- . l)aile, hovc,.-'r , to UOt Lul tfer',:.t pro- ,

dVcts (+iC X ' ), 1",1 iSt onc , iand th: possi lty vcanno'. he di -

CoIntod.

i'."."in sp.;tll CILStCr j(.: O it 1l,'ed, it i,:l' t "i):l it' QJ)C't jon- oloft

,Vo . ,,- ,,i t, t -.-c , .. it tit ,1 S C a ', O a t~

j2 3

ff-i
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Mutual neutralization reactions involving the hydronium ion or its hy-

drates can produce free H atoms and hydroxyl and perhydroxyl radicals:

H 30' + 02 - [1 + 02 + H20

1130 + + O OH + 1 120

H30+'H 2 0 + 0-- 1 102 + 2 H20

These radicals can play a role in catal>Jing the destructlon of odd

oxygen in the natural atmosphere.

Aerosol Formation

There is some evidence to suggest that recombination rate coefficients

are a little smaller for the higher hydrates of a given series than

for the lower ones. This enhanced stability of larger clusters may be

associated with the preliminary stages of aerosol particle formation.

At altitudes below about SO km and in moist air, ions are known1 to

provide effective condensation nuclei for aerosol embryos. The mutual

neutralization of such oppositely charged clusters provides a gas to

particle conversion mechanism resulting in surfaces for further ion-

pair annihilation and continued aerosol growth. The existence of large

numbers of small aeroso! particles in the lower atmosphere has heen

repeatedly demonstrated, even if it is not weli understood on theoreti-

cal grounds. Additionally, minor atmospheric species present at low

altitudes (Nil 3 , S0 2 , IIN0 3) may prove to be important adjuncts in aerosol

formation (Reference --10).

5.4 THE COURSE OF ATMOSPHERIC DEIONIZAI'ON

This section identifies the techniques used to obtain detailed, qu ,nti-

tative descriptions of atmospheric ocionization, and suimari zes the

te.ut;,"-,Z! *.n the main feature- of the dcioni- a-

tion process io the altitude rcgninc below and above 100 in.



5.4.1 DETAILED DEIONIZATION MODELS

In contrast to the luiped-parameter model described earlier,a detailed

model generates the time history of the number density of the individual

chemical species at some point in the atmosphere resulting from a given

ionizing perturbation. In the general case, as many as sixty signifi-

cant chemical species are involved, their existence in metastable states

may be import.,-c, and several hundred different chemical reactions con-

tribute to the overall process, as evidenced by the material of Section

".3. The problem formulation then consists of a set of coupled, non-

linear differential equations, one per chemical species, in which the

time derivative of that species density is expressed as the difference

between its total rate of formation and its total rate of destruction.

These rates, in turn, are expressed as sums of the products of the

species densities involved multiplied by the appropriate rate coefficient

together with a source term arising directly from the perturbation.

For example, if the 1 th species appears as a product in a reaction

denoted by j and as a reactant in the corresponding reverse reaction,

the rate equation governing the concentration N. is
L 1

dN r . r -I +  n k. - N k R N (5-32)

J L 1 j p

.'Ihere q is the rate of direct production, k and k i' arc the rate
coefficients for the forward and reverse reactions, respectively, and

n.. is the number of particles of type i produced in the forward

rcaction and consumed in the reverse reaction. The N are theP
densities of the various reacting species, and the product IT extends

over all reactants. "lhe quantities r . and r'. denote the
p. Pi

number of particles of type p participating in reaction J and its

inverse, respectively. (Iuarly we must hLie n- = r.'. -
I2 8 51
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The ratc coefficients, k and k',, are in general functions of tern.i i 1*perature, but the temperature involved may be characteristic of other

than the ambient, heavy particle (-atom or molecule) translational

energy; depending on the reaction, it may be the electron translational

temperature or a molecular excitation or vibrational temperature.

Specification of the initial conditions and the environment of the field

point under investigation is also necessary; this includes the intensity

of the initial ionization, the intensity and time dependence of tho con-

tinuing source, the effect of any radiative flux prsuand the ambiont

concentrations of major and minor species. In addition to the species

rate equations, matter and charge conservation conditions, Must be sattis-

fied, and if the deionization time scale is long with resipect to trans-

port processes or significant changes in the teriperaturcs of interest,

these too must be incorporated.

Computer techniques, for numerical integration of the multi-species iato

equations have been developed to high levels of efficiency in recenit

vear's, with the result that detailed Solutions to the general problem

of doi on i zat :in 3rT noTw% aVi 1 lab Ic' . It n1'u't be rocogn ized , however,

thait these are rather large codes requi ring cons;iderable running time.

It ;s i nappropriate here to discuscz the accuracyv and adcqIUIC". Of the

matters , the DNA R~eact ion Rate H andbook ((hapt '.-r 22, i;eferenecc.

should be consul ted.

.A sekcond approach to dci unizat ion m~odel ing involves the decvclopment of

;mj lyicxj rcssions for ii.dividuil loce dunsitie-- ; ;I fiction of

tic 100 ad the othw onir onincil"I" alnl~.1his 1 h~si; 1, I

v r! d eated on The ni wi fla( l)"I t h C ', 'C'iI It; (I ' t he mItI i t i - see1 2:

0LIJ11I'C <a] iflutct rati en edl- A1ie i o 1:0d ci dove Ioi ed in schci n

th 11c i t jr :I 1 1 - J I; It Io I ; I hlk tear I v VC-CU1I n at i on cli.ir- 1L C Xe ClIa 11



and atom transfer reactions; the neutral reactions leading to 03 and

N02 build-up; and finally the late time deionization by recombination

with complex and cluster ions. Although this 39-species analytic solu-

tion can hardly be considered simple (the direct evaluation of the

equations constituting a moderately comnplicated computer code), it is

much more efficient than a numerical integration solution of the same

problem type. Applied to deionization problems in the 40 to 90 km

altitude range, it yields good results for high ionization levels and4

satisfaictory- results for low ionization cases at the higher altitudes.

As night be e'xpected from the number and complexity of the processes

involved, low perturbation - low altitude cases produce the greatest

discrepancies between thc analytic and numerical integration models.

In a somewhat di fferent approach, Knapp has extended the applicability

of the lumped-parameter technique by a semi-empirical meithod based on

expressing the parameters a., functIons cfqas well as al1t itude..

using multi-species codle results to prov-ide tne ioata. _;;-( SuIch 1-region

models have been reporte-d. Cne is appro-ri ato for thc - tie Of mildly

disturbed regions (N ,(0) !5 108 cm-3 ) inl which neutralI spe-ciets :re hardly
affected and complex and cluster ion formation lead to mo-e rzipiJ decay

of the electron dens ity than is pre dicted he the -;i op1 e S-sp)CciV Is lmped-

paraetermodl (Rferece~-1). The second model eXtends L11 :1'alvsi

to highl 1'dis ttrhc,! co o:;, :reuigis de-pendenc on Cpi r; ii

fittinlg of mlulti-spc2cies code datu an'd aNllyticll1 inlCOrpLura t i n thej cfcc of miyrcir neutral spcjs(Reference -13.

CG i1' Cdla i ol. of thlr IfuC t o IS t iait h ave r-ilt ii red i nc I ii onl ini thle s e

tic rin tespfl~nLs up1 the -,hortcomngsuv of tile siuple three-spec ics

i:,odcl (1c CrI bd 1. aSeCtII ".n .2. Fhw imlui cit ;i~tn' osof that mode I
evenl ill its :11'utia vrigri i~rae that the amedsec' ~

3re:;!,tioi it CCO coeti Ci Tt~ Y V t 'l' cn:t An11t an that JCIU 1 7.t iOn I

ta I tb I o c itiv 1-,: o a C ~ Ie~ v. Cj 'ot o-, v I V:.iv'1



but that the changing composition and the evolution of neutral species

result in significant changes in the overall reaction rates. Conse-

quently, predictions of the three-species model must be looked upon as

crude approximations; improved analytic models or multi-species numerical

integration codes are resorted to when better results are required.

5.4.2 DEIONIZATION BELOW 100 KM

The purpose of these two final sections is to summarize the main features

of atmospheric deionization, emphasizing the factors that determine its

course under different environmental conditions. The most important is

the altitude of the point in question with its implicit stateme-t of

ambient conditions: temperature, density, and composition. The 100 km

level is a conventional and useful division, but carries no implication

that the deionization process is uniform at all altitudes below or above

it.

Below 100 km and increasingly so as the altitude is reduced, the overall

process is extremely complicated. In fact, aeronomy today is unable to

explain satisfactorily man), aspects of the unperturbed, ambient atmos-

phere. Virtually all the chemical reactions cited in Section 5.3 con-

tribute to the process, and the role of some minor constituents is but

poorly understood.

The chief factors contributing to the complexity of atmospheric chemistry

below 100 km are the greater density and the presence of the minor species.

These factors are crucial to the development of the negative ion sequence

initiated by the three-body attachment to 02, and to the cluster ion

development involving 120. I'hotodisuciation and photoionization

by solar radiation act as constant sources of electrons, ions and neutral

minor species. Thus, the normal atmosphere is a complex, photochemically

driver., quasi steady-state system consisting of free electrons, positivv

and negative ions, and reactive neutrals.
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In its response to a perturbation involving abnormal production levels

of ionization, dissociation, and excitation, deionization kinetics

following the initial production can be divided 3nto three stages.

The first stage is characterized by electron-ion recombination, charge

transfer and neutral and ion reactions leading to the production of

NO, 0 and N. Thc bulk of the ionization disappears and the remaining
+ +

positive ions are either 02 or NO . At this point the neutral

species chemistry essentially decouples from the charged particle

chemistry. The decay of the 0, N, 02 (1A) and NO and the production

of 03 and : 02 can be treated separately and this comprises the

second stage. The third stage is concurrent with the second and deals

with the further electron density decay and the positive and negative

ion development.

Primarily because of the production of NO, many of the atmo :Ihcric
species concentrations will not relax to their previous ambient values

aifter a secrc' disturbance unt il t ralslp)t Mnd 1long term No destr c-

t iOlC .ca , bc''m c t'L t

5.4.3 DEIONIZATION ABOVE 100 KM

At the higher altitudes, a smaller number of reactions is involved in

the deionization process. In particular, the reduced atmospheric

d®nsity precludes three-body mechanisms with the result that attach-

ment and the subsequent negative ion reactions are insignificant. lhe

absence of water vapor, in addition to the reduced density, prevents

cluster ion formation also. Deionization of the normal and mildly

disturbed atmosphere is characterized by electron-iun reconibination,

accompanied by n ntral reactions . 1ow coll is ion frequencies allow

me:st'fltc spc,. s to e ist for tii. ,s coparable with their rautativc

lifetimes, wit' 'e result that radiatie processes play a larger role

in the overl 0 laxat ion.
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Between 120 and 250 km, the normal daytime fractional ionization in-

creases from about 10-6, to 10-', the dominant ionic species being

0+. Nightime ionization levels are one or two orders of magni-

tude lower, primarily in the form of NO+ . The high NO+ densities

above 100 km are attributed to atom interchange reactions between 0+

and N2 and between N2 and 0. Although 02 results directly from

photoionization of 02, the relative abundance of 02 decreases

rapidly with altitude in this region. As long as there is sufficient

N2 present, dissociative recombination provides the preferred deioniza-

tion path.

Because of the low total densities involved, moderate to strong perturba-

tions at high altitudes can result in almost complete ionization or

dissociation. Under these conditions, the radiative and radiative-

collisional recombination mechanisms afford the main deionization path,

but these are relativel ,low. Consequently, the free electron density

can remain essentially constant for an extended period before electron-

atomic ion recombination begins to account significantly for general

deioni zati on.

When N2 is present the reaction with 0 yielding NO+ and N is

of considerable importance, and as we mentioned previously this reaction

is quite sensitive to the vibrational state of the N2 molecule.

Thus, unlike the P-region and below, one or more energy transfer equa-

tions must he added to the chemical rate equations and more than one

temperature may be needed to specify the deionization process.

2
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CHAPTER 6

ELECTRON RADIATION4

6.1 INTRODUCTION0

1his chapter describes four processes Ibv which electronls gain or lose

energy, with the aosorlption or emissio0n of it photon. The basic theoret-

ical treatment of each of these processes is given inl readily available

books and art-c ies, which will be referenced. Ini this chapter I will

describe thu processes quali tat ixvel, stontmari Ze their quanti tat ive rcpre-

sentation, and discuss aplplicat ions to wcaiwv-. problems.

6.2 QUALITATIVE DLSCRIPTION

6.2.1 ELECTRON EN4ERGY STATES

1 igare 6-1 is anl idealized represenitat ion of thle ener-y levels available

to an~ electron thlat is mov ing in the field of a3 pos iti vc nucleus * The

p)osi tion of the zero on the energy sea le is arbitrary; it is usually chosen

to be0 at the ionization threshold. [llien negative va lues of electroneieo

correspond to hound staLtes ., tile electron is associ ated1 with a, par-

t iia r nu I CuIS , and does not have Cllotwih oo rgv to move to 0lot her nu~cI1 --

uIS. Quanltumil ther aC- los I 0,SOnl dI SCreeCCt Value oI CJICI0 > for boand -StiteCS.

Pos i t i vev l;ao:S of el1ectron01 elierge, corresnon'd to free States, t * *,

elec trIoni lIw t a S Soc ia ted w i th an)y )Z part icla ir 1nuC leCnS, hilt Call 1;IOVVJ about

I r c C. In coUntrast wsith h~ound states, anlY and all poSit cc ner values

ArC al ~d in othecr 1words , the free ei ectroi ecr,,:. stato:coati n

a cot inmi;;295
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Fiqure 6.-1. Schematic representation of electron-
photon transitions.

6.2.2 FRE.E-FREE TRANSITIONS IN THE FIELD OF AN ION

During a collision* between a free electron and an ion, the electron

can lose part of its kinetic energy by radiation. Provided that the

final electron energy is still positive, this is called a free-free

transition in the field of an ioa, Such a transition is labeled "F-F"

in Figure 6-1 . 11he parti cipat ion of' thc hIcavv% ion)T i-- 11nc,(S SzIA I for mo-

mentum conservation. The radiation spectrum that results from free-

tree transitions is a continuum, because any (positivec) initial arid

final values of electron energy are allowed.

*The word "collision" ij3 not v ery des rip' ive . I do not mcin to irnpiy
something like a head-on traffic accident in atomic ph,.sics, a col-
lision occurs when two or more particles -et close enough to affect
one a-iother in some well1-defined way. vo pursue the trarffic ace ii, -t
analoOv a uit rurtner, an atollije plhxicst J c_' d ,fff'. as a £0o111 SC i1

a "nea± miss," in v*Jiich one or more car-s had to brake or swerve in
order to avoid actual physical contact.
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6.2.3 FREE-FREE TRANSITIONS IN THE FIELD OF A NEUTRAL ATOM

The samf" process can occur during a collision between a free electron

and a neutral atom. By analogy, this process i_: called a free-free

transition in the fieldi of a neutral atom.

6.2.4 FREE-BOUND TRANSITIONS

A frc'e elvk; ron may also undergo transitions in which its energy bv-

Comes negat ive. This typec of transition is called "frefe-bound", be-

caiuse the final state of the electron is a hound state. This transi-

tionl is, labeled "P-B' in Fig. 6-1. The term "radiative recombination"

is also used to describe, this process, inasiruLch as a free electron

retcomiiiines wi th an ion, acconpanied by emission of a photon. Since

.~ unti~u;;oi iniltial, -positivc: clcctrm)n cncrgy states is available,

the rhot~oi, spect rum is i continuum. Hoewever, the continuum has a low

CneICI-Q Cutoff at the ionization energy of the final, bound state.

6.2.5 BOUND-BOUND TRANSITIONS

A h0(LIf le ct ron nay spontaneously uinde!rgo a transi tion to a lower

Cenergy- 1Viund s- t e, V.thl emIIIsion of a photon having anl energy corres-

1p(nd i n l o the di ffurunce in energy betn.een the initial and finial

hounJ~d states,. This type of transit ion is labeled "B-B" in Fig. 6-1,

Aild is Cald d1 hWaloind -bound trans it ion. Beca use both the initial anid

finl] cct rtmn states call on v hijve di scecet values, bound J-:)oundI

t'liSitl~ 1us1preLIICV a;I linc spect rumt raitcr than a cont inuum,

11olinJ-liiiii tl auto t i &nI. can :iiso hc i nduced by aI photon of the sa; me

lierg 1, ,i thlceliW di ltefitc betwecai thle i ni tiAi and final electron

hease'i eri so -l'i-1( ionfth 11h-:1on dring-r to a m :oIndlhouCt transito I
st1ites cbislisioleui (if us..;i lhoto drit erred t~u1o i2 tiuatdi ssiOT,

iesil Ii~ii li tt I' .0i01 Oi* VI 1101.111nd electron with ainother photon
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of the same energy. Stimulated emission is the physical process that

occurs in lasers, and, as such, could be the subject of several chapters.

However, it does not appear to be very important in currently defined

weapon problems, and it will be discussed in this chapter only as it

causes modifications to mathematical expressions for photon emission

or absorption.

6.2.6 REVERSE PROCESS :

Each of the processes described in Sections 6.2.2 through 6.2.5 is de-

scribed in terms of a reduction of electron energy and the emission of

a photon. For each of these processes, there is a reverse process, in

which a photon is absorbed and in which the electron acquires additional

energy. Free electrons in the vicinity of an ion or neutral atom can

absorb photons of any energy, and acquire more kinetic energy in the

process (inverse bremsstrahlung). Bound electrons can absorb any photon

having an energy greater than the bound state ionization energy. This

process is called "photo-ionization". The final electron state is a free

state, and the electron energy is the difference between the photon energy

and the ionization energy of the initial, bound state. Photons whose en-

ergy corresponds to the energy difference between two bound states may be

absorbed by an atom with an electron in the lower state. The electron is

excited to the upper, bound state as a result of the photon absorption.

6.3 QUANTITATIVE REPRESENTATION

6.3.1 GENERAL CONSIDERATIONS

In mathematical models of physical systems, free-free and free-bound

transitions are often represented in tcrms of a spectra]l emission co-

efficient, . or an absorption coefficient, i

..\ spectral emission coefficient gives the rate at which radiant energy

is created per unit volume, per unit time, and p'cr unit photon freqacncy
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interval. In this chapter, spectral emission coefficients are expressed

in the units erg cm "Hz 1sec' It is sometimes more useful to inte-

grate the spectral emission coefficient over some photon frequency range.

For example, visible photon energies range from approximately 1.9 eV

(6500 Angstroms) to 3.1 eV (4000 Angstroms). One might integrate the

spectral emission coefficient over this interval and express the results

as the visible emission coefficient.

The absorption coefficient is proportional to the rate at which radiant

energy is converted to other forms of energy as it passes through an

absorbing medium. If scattering of photons is neglected, the change

in intensity± of a light beam per unit length of absorber traversed is

proportional to tile product of intensity, I, and the absorption coeffi-

cient. In mathematical notation,

"x = -3_ rgicm -soc (6-1)

The absorption coefficient has dimensions (length) -
, and is in general

a function of photon Qnergy as iell as of absorber composition and tem-

perature. The absorption coefficient is d, iineu a-t a giver photon

energy, not per unit photon energy.

The effective atomic absorption ccefficicnt must !c reduced because of

stimulated emission. If a material temperature can be defined, the cor-

rection factor is

[ ] -cxp ( -h-./kT) ]

* Scattering denotes the change f di re tio: ,f ;j photon withn', a

change j: energy. For ~,l)le. dui- i- prirnr) lv a light scat"terer;
smog both scatters and absorbs; NO2 absorbs.

throui;h a unit area in a given direction. i" t'c intc-nsity is also

specified per unit phatn energy: interval, it should be termed "spectral
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in which h is Planck's constant, k is Boltzmann's constant, v is the

photon frequency, and T is the material temperature. In this chapter,

the correction factor for stimulated emission will be included in

expressions for the absorption coefficient. The symbol, i', will

denote an absorption coefficient that contains the correction, i&e.,

= l-exp(-hv/kT)] (6-2)

The spectral emission coefficient is related to the absorption coefficient

by Kirchhoff's law,

&'rhv3  (
Ev 8 cr----o-vexp(-hv/kT) (6-3) i

in which c is the velocity of light.

Although the concepts of emission coefficient and absorption coefficient

are in principle applicable in the quantitative description of bound-

bound transitions, they are less commonly used. The spontaneous transi-

tion probability for photon emission is generally more useful. This

quantity gives the probabilit that an electron in state a will

spontaneously undergo a transition to a lower energy state b, with

emission of a photon of energy E a-E . By, arguments similar to those

used to derive Kirchhoff's law, one can obtain a probability of absorp-

tion of a photon of the same energy by an atom with an electron in

state b.

SSec Rcf. 6-1. pp. 115-120 for derivation and diF'ussion of Kirchhoffs

law.
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6.3.2 FREE-FREE TRANSITIONS IN THE FIELD ON AN ION

Zel'dovich and Raizer (Ref. 6-1) give the spectral emission coefficient

for this process as

32Tr ( 2T, )111 e 6

-r 2T- (--NI m exp(-hv/kT) ZZ'N* (erg/cm') (6-4)

in which m is the electron mass, e is the electron charge, N is thee
free electron density, N.+ is the density of the i-th ion and Z. is its1 1

charge. The summation is over all ion species present.

A more exact treatment of the process gives a correction factor for Eq.

(6-4), called a Gaunt factor (Ref. 6-2). This factor is very close to

unity except when hv << kT, a situation not usually of interest in

weapons problems. Reference 6-2 gives an expression for the factor.

The absorption coefficient is given by

1 / 61
V z , I-'T) em6 Ne 7(Z2 Ni)[1-exp(-hv/kT)] (cm- ') (6-5)
v 3 '31rkT' hcmvl e i i

Three points should be noted about Eqs. (6-4) and (6-5).

1. The emission and absorption coefficients depend on the product of

electron and ion density. Therefore the importance of free-free transi-

tions is a strong function of the degree of ionization.

2. The coefficients are inversely proportional to the square root of

the temperature.

3. Except where hv << kT, the absorption coefficient is inversely pro-

portional to the cube of the photon energy. Therefore, the importance

of free-free transitions in absorption is greater at low photon energies.
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6.3.3 FREE-FREE TRANSITIONS IN THE FIELD OF A NEUTRAL ATOM

The quantitative description of this process is more difficult than

the description of free-free transitions in the field on an ion. The

dominant interaction between an ion and an electron is via the coulomb

field on the ion. Coulomb forces are strong, long range forces,

and it is relatively easy to define the strength of an interaction in

a coulomb field in terms of the distance between the ion and the elec-

tron. This determination is an essential part of the derivation of

Eqs. (6..4) and (6-5).

The interaction between an electron and a neutral atom occurs in a

much weaker field, and the field itself is a strong function of the

distance between the electron and the atom. It is consequently more

difficult to define the strength of the interaction, and the resultant

expressions for the spectral emission coefficient and the absorption

coefficient are less certain. A further consequence of the weaker

interaction is that the free-free (neutral) coefficients per atom are

smaller than the free-free (ion) coefficients per ion. Therefore,

free-frec transitions in the field of a neutral atom are important

only whien the degree of ionization is low.

The treatment of free-free (neutral) transitions by Zel'dovich and Raizer

(Ref. 6-1) relates the absorption coefficient to the elastic scattering

cross section, and leads to the equation

00K ={~c
2IXN l-xp(h<T) 23h1 3 / 2V31f f~~. f(E) dl (6-6)

in which N is the atom density, .r is the scattering cross section for

the electron-atom collision, L is the free electron kinetic energy, and

f(E) is tho electron i,,.tic energ,. ,vvtrut oInf.........n
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f (E) =2 (~-) exp(-E/kT)(-7

After integrating, one has

4hcv 3  1&kT [2(kT)+ 2,hdk+(hv))LlIexp(-hv/kT)I.\ae (6-8)

The zorresponding spectral emission coefficient is

32 2 \ (m 2 ) 12[2(kT )2 +2hvkT+(hvv) 2)N. e ~)-vlJ

Mjolsness and Ruppel (Ref. 6-S) obtain a different temperature and phio-

ton energy dependence of the absorption coefficient,

6 V (klT) - 112 (k 2~ +~ hvkTJ I [- exp(-h'.i/ kfl (10

based on a different, quantium mechanical representation of tie electron-

atom collision.

6.3.4 FREE-BOUND TRANSITIONS

The inrobl efl of coinpuLt in g the free-bound spectral emnission coefficient

can bc broken down into two parts:

a1) cal1culation of the spectral emission coefficient for a single

free-bound transition,

1) ) suMMing the spectral emission coefficient over all the free-

h)oundI transit ionis that give rise to a photon of the specified

energy.

Mhe need fotr :Aninot ion is i 1lusl.tratcd in F-ig. 0-2. Suppose i~e vWaiit
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electron with zero kinetic energy recombines to level 1, a photon of

energy II will be emitted (transition a). Hlowever, a photon of energy

I1 will also be emitted if a free electron with kinetic energy 12-11

recombines to level 2 (transition b). Similarly, transitions c and d

also yield photons of energy I,. The general procedure for computing

the free-bound spectral emission coefficient is given by Griem (Ref.

6-4).

The photoionization cross section for the i-th bound state is given by

Kramer's formula (Ref. 6-1) as

64T4 e1 Z c 2
0 (v) m - (6-11)

in which n. is the principal quantum number of the i-th bound state.
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A more rigorous, quantum mechanical derivation leads to a correction

factor in Eq. 6-11, which, according to Zel'dovich and Raizer, is very

close to unit), for most cases of practical interest.

The absorption coefficient is

V - E iN i (v)[lexp -hv/kT)](6-1 )

in which N. is the population of the i-th state, and the summation is over1

all bound states with ionization energy les5 than or equal to h\).

If one assumes that the bound state populations are in equilibrium, and

that the population of the ground state is much greater than the sum of

the populations of all excited states, then

64 T e10mZ 4 exp(-E /kT)

(- [ 1-exp(-hv/kT)] E. (6-13)

in which N is the density of absorbers, Z is the residual charge, and

l. is the excitation energy of the i-th state.

10
128-.7/2 e N+N g 1 i/k1 )

-cg -nxp(-hv/kT) Z.. -T- (6-1)

in which I. is the ionization energy of the i-th bound state, and g and

g4 arc the statistical weights of the ground states of the neutral and

If N represents densitV of a neutral species, = 1, and .so on.
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ionized species, respectively. Thc density, N is cxpressed in terms of

the product N N by usC of the Saha equation,

2 ~~ eXp(-T0/k-T) (-5

IN whlich 10 is the ionization energy of the ground state of snecies N.
!f the neutral seisis hdoe, g, g+ 2, and Eq. 0-14 is identical

to thc expres s ion obt ained by IHol1land ot alI RPe f. 6- S).

For many,, applications, thv sum of the free-free and free-bound spectral

cirissian coefficients (or a!bsorption coecffic:ients) is required. If:

1) Only neutral and singly-ionized atoms are present in significant

aiioun t s

2) Free-free (neutral) intc-.actions are negligzible in comparison
with free-free (ion) interactions;

3) liv is less than or comparable %w;it h k1T,

Ij I ota 1 cxci ted state( popuilations are small compared with

ground state populations;

a simplified expression can he derived.

['he procedure, whi ch is out lined by 1'dovi cl and Ra i:zer (Ref. 0- 1)

is to add Eq. (0-4) and (6-13;), replacing thle !un'mat ion within EqJ. (6-13)

with an integral. T[his is -valid if h,- << I,,, such thait the hound st~ttes,

involved are highly, excited, closely spaced states that form a near-

COn t innuin 11. 111Ce resulJts are

If N C Jcr. IF fI ts iW t i' t i -1 Iwei I-lt of
that ion ground state, and g,, is the stati1st ical weight -)f the groundT1L
S tate Cef thle nc'Nt , Il1ore h1i ohl Ii onli _ed SpICc: i 0S
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6.3.5 GOOIND-BOUND TRANSJ±QONS

T , 'f] taeu trani io I n;~ oi i t Vior1 a bound -hIound trIons i t i oil

~ anied Y ttry' $8 Io J n,~~f dic'tnd on the w;vc functions

of, the inii t ard fiatJ t N Lt~cs. In aticf thle prcbaIb Ili

der'c;ds .1-) thle xa 'at o the itcoral

z.1

K: P.. A;i i A] thi c'::;-l :K2.,2 1 :ts t ns

hr- inter"ctfli .o auP el aiee inl ox:.Itnltion E. (r-

Il ('-r the 1' lit c - t r c dli -tnt c I :itecr;let iurn OF -I:' nli t

-o--lt h I- t I



dipole allowed," or more commonly but less correctly, simply "allowed."

If, owing to the symmetries of the wave functions, integration of Eq.
(6-18) gives identically zero, the transition is said to he "electric

dipole forbidden," or, simply, "forbidden."

Electric dipole forbidden transitions may still have nonzero spontaneous

transition probabilities due to electric quadrapole or magnetic dipole

interactions between the photon and bound electron. Transition proba-

bilities resulting from these interactions are, in general, much 1,a.c:r

than nonzero transition probabilities resulting from electric dipole

interactions.

The relationship between A.. and the probabilities for ahsorption, B

and stimulated emission, B.., are given by

C

g1B.. = gB. = gA . 2hv (0-21)
1 311 1 13 1

Tables of A based on both calculations and experiments, have been

published b many authors. Among the most comprehensive are the NBS

tables of Wiese, Sni th and Gleninon iRef. 6-(i',, and Corliss and Boz.,an

(Ref. 6-7).

The emission coefficient for a spectral line is given hy

= h,;. N. .. (erg c r sc ',

in sh ich N. is the popu lit ion of the higher ceneg, h. hound s lIto, %to

that E... i. integrated over the emi;sion lioine Sh:ilc , And i 110t i1

emission coefficient. Ad i sLussion of eni ss ion Ii nhip-:

can be {OIn1d il i 0.r. 0-4.
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6.4 APPLICATIINS IN WEAPON PHENOMENOLOGY

In this section I will mention briefly a few of the areas in weapon

phenomenolog%, in which electron-photon interactions are particularly

important. Other areas are undoubtedly mentioned in other chapters

of the encyclopedia, and still others will occur to each reader.

According to Glasstone (Ref. 6-8), approximately 75 percent of the energy

generated in a nuclear explosion leaves the weapon case in the form

of photons in the few-keV, or x-ray energy range. Most of the x-ray

energy is initially deposited in the surrounding air by photoionization,

i.e., bound-free interactions with electrons in nitrogen and oxygen

acoms. It is this process, which occurs over dimensions of the order

of meters at sea level, and which leads to very high energy density in

the air, that producos the initial "fireball" observed in low altitude

explosions.

The subsequent growth of fireballs for burst altitudes up to about 100 km

occurs by a combination of radiation transport and hydrodynamics. The

radiation transport equation contains the absorption coefficient

explicitly, and therefore the radiative properties of the fireball

depend on the magnitude of the absorption coefficient. At tempera-

tures above 1 eV, at which dissociation of molecules is essentially

complete, the absorption coefficient of air is almost entirely due to

free-free and bound-free transitions.

For burst altitudes of the order of 100 km and higher, the absorption

coefficient, and, by Eq. (6-3), the spectral emission coefficients, are

generally very small, due to the low air density. The mean free path

(1/p) for x-ray photons is long, a well-defined fireball is not

formed, and radiation transport of continuum radiation is not an

importr:t process.

A \ typical photon emittd from a 1-keV blackbedy source has a 600-km

mean-free-path at 100-km altitude,
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A significant amount of energy can be transported away from the burst

area in line (bound-bound) radiation. Excited bound states are created

as a result of collisions between the expanding bomb material and air.

The line radiation is emitted as the excited states undergo spontaneous

transitions to lower energy states. Since many spontaneous transition

probabilities are of the order of 108/sec, the rate of energy loss by

this mechanism is generally limited by the rate at which excited states

are formed by collision. Such a system has been called "collision-limited."

At late times, the radiation from loi, altitude bursts is primarily duc

to processes involving molecules, inasmuch as molecules reform rapidly

in high density air as soon as fireball temperatures drop to 1000-2000 0K.

This subject is discussed in Chapter 7, and even though sonic of the

radiation emitted involves transitions of bound electrons, tiis asiect

of 'eapun phc101oicnotv, will not he discussed further in this chapter.

At altitudes above 100 km, rcomhination of ions and electr'.ha cin pro-

vide a long-lasting source of radiation. The radiation emitted when an

ion and an electron undergo radiative recombination is des,'ribed by Fo.

(6-14). In general, the final state in the free-bound transition is an

excited state. One or more additional photons may be emitted as the

bound electron undergoes transitions to the ground state of the neutral

atom. Since the average ionization energy of an air atom is -14 eV,

there is, in principle, that much energy, plus the energy of the free

electron, available to be radiated per recombination event. In prac.-

tice, sonic of the transitions may be n,.n-radi;!tivc, with t!..c trainsition

energy being converted to free electron kinetic energy.

The general procedure for describing such sy';Iem i s given by Batch,

Kingston, and McWhirter (?ef. 6-9). For each c.kcited state of Ilhe

neutral atoms, one writes a differential equation desc rihing the rzte

at which the state is populated and depopulated by all possible

mechanisms. [he resultin[ set of crju:itions is solvel L.v assuI,% in- v.t
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the excited state populations reach quasi -steady'-state values in a time

short compared with the time scale of interest. This assumption enables

ono to reduce the set of differential equations to a set of algebraic

C(Luations' that can be soikved for thc quas i- stcady- state populations of

each i'xc:ited state. The bound-bound emission can then be computed with

q.(0-22). Bates and Kingstor, (Ref. 6-10) have applied this technique
to a hydrogen plasma. I nave appl ied the technique to an oxygen plasma

(Ref. bI)

I'stinuttes of line radiation rcsult-tig from transitions between highly

excited, bound states diirinv' thle recombhinat ion of electrons aid ions

can be made simply if the populations of thle highly, excited states are

in e-{uilibritim i with the ionIS and Cl ctl-ons. InI this Case, tile population

of an excited state, N.il is given by

N. - N -N (h'/2-lmk'l'J3 2 
*-'-- cxp(- l /kT-) (62S)

+ e 2g, i

Iletern-1i Ilit ioil Of thle rad ialt ion from t hat s tat e, us ing Eq. (6- 22) , i s

.t ra i gilt l'orwa., rd.

I her Fe no har-d -;nd- fast rn h that tells one when N. can he determincd

ic i,ih Ic withi I1c. (,- 23). I'll eu 12I~ libriuln population Wi ll 110 appr)1oached

vshun thle rate of ionizaition of N. is much faster than the rate o-- anv

otheirliO~ i .1 iechiani si. Since the rate constant for ionizat ion

j I Cuaiict i oIl cxp - I /,I)I, it is clear that thle nearer tile excited

stalt j t,,h conli i nm , t ho liorc l ike] v it is to Ihe ini equi Iilbriim

t0 i i th inI lll l heel t .(m 0- .; aild 6- 10( L'Ollt:I ll 111e01C iift)ol.liti Oil
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CHAPTER 7

ATOMIC AND MOLECULAR RADIATION IN AIR

7.1 INTRODUCTION

The detonation of a nuclear device in the atmosphere results in the emission

of radiation that covers the entire electromagnetic spectrum from high-energy

gamma rays to low-energy radio waves. This chapter deals only with that

spectral portion, emitted by atoms, molecules, and their ions, that extends

through the visible and infrared. Indeed, in the following pages consider-

able emphasis is placed on the infrared vibration-rotation bands of molecular

species.

The literature dealing with atomic and molecular radiation is very extensive

and no attempt is made here to cover all aspects of it. Rather, it is the

purpose of this chapter to outline the basic concepts involved and to present

results that are useful for the determiniation and understanding of optical*

and infrared emissions produced by atmospheric nuclear explosions. IRefer-

ences are provided that will enable the reader to pursue the various topics

in greater depth or to extend his knowledge into areas not specifically

covered here,

Section 7.2 is devoted to a rather qualitative survey of radiation processes.

It starts with a brief description of classical concepts, is followed by the
modern (quantum mechanical) picture of atomic and molecular structure and

radiation, and concludes with a discussion of excitation and deexcitation

mechanisms. The remaining sections of the chapter are concerned with more

quantitative aspects of the subject and give results, formulas, and tables

* Optical emission refers to radiation in the visible spectral region.
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necessary for the actual calculation of radiation rates. Section 7.3 deals

with atomic and molecular structure and the spectra of air species. Section

7.4 presents details on excitation.'deexcitation and atomic/molecular emis-

sion rates, with emphasis on infrared vibration-rotation hands.

7.2 QUALITATIVE DESCRIPTION OF RADIATION PROCESSES

7.2.1 GENERAL

The simpiest classical .nodel capable of radiation is a linear oscillating

electric dipole. the electromagnetic waves are radiated at a frequenc

equal to that at which the electric charge mo~es back and forth. The

intensity of the radiation depends upon the magnitude of thv alteration of

thc dipol, mom-nknt. In particular, it can casily he shown £h fcre-c 7-1,

7-2) that the cner~v rd iated per seccn, by a pcint charge C at the

iiistant when itr acceleration is a is

2a

3 ca

)re c ;., the specd F light anrd p) is thc cicctric" dipole mome;t If

-, •( C _2 i ,I•

the oscill ator frequencyv is, and the amp lituIde of the dilpole iooient is

p., then1

P = 1) Ti( 2 t)

iLqoLationS 1 and 7- 2 lead tU the tol io rjng sinplc rol;ition for I he time

average roIttc of Qt2'in Orzi e1.-ioll:

3c 3
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where the bars denote time averages. According to classical concepts, the

oscillator and its emitted waves can have any frequency v.

The quantum mechanical description of radiation from actual atomic and

molecular systems provides a formula for the emission rate that is anala-

gous to Equation 7-3. However, the underlying principles are entirely

different and they require that only selected frequencies for the emitted

-

radiation are permitted. Detailed studies of atomic and molecular spectra

show, in fact, that only certain energy states E.i are possible for an

atom or molecule. While the system is in one of these discrete (stationary)

states no radiation occurs. it is only in a jump from one discrete state

of energy F to another one of lower energy Em that a photon of frequency

v JI (E 1- E m)/'h can be emitted. Similarly, a system in the lower state

with energy me can absorb a photon of frequency \nm and be left in the:

higher state with energy E . Not all transitions among the discrete states,

nV

however, are possible. Certain rules, called "selection rules", determine

which transitions are allowed. Those that are allowed give rise to the

observed spectral lines and bands that appear in emission and absorption

spectra.

According to the Ideas developed earlier in this century by DeBroglie,

Heisenberg, Schroedinger, Dirac and others, an atomic particle (electron,

proton, neutron, tt has both a corpuscular and a wave nature. Its posi-

tion in pace can he determined with a precision that varies inversely as

the precision with which its momentum is known (Heisenberg's uncertainty

principle)., The positions r . (i =1, 2, 3, --- ) of particles within an

atom can he found only on a probabilistic basis in terms of a complex wave
function rn- ., -- ) , the bsolut Silare of which gives the robabi itv

of finding the particles at positions r, r , ---. According to

h is a universal constant, called Planek's constant. It has the value
6s6pecr erg sec.
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Schroedinger (Reference 7-3), if E is the total energy of the system and

V is the potential energy, then tP must satisfy the equation

"+(E - '~=0

where m. is thle mass of thle i thparticle whose coordinates arc xi, Yi

z i' Equation 7-4, known as the time- independent Schroedinger wave equation,I

is fundamental to the calculation of atomic anid molecular properties includ-

ing the emission and absorption of radiation.

When it is assumed that !", is everywhere single valued, finite, continuous,

Lind vaniishes at infinit.y , then Equation 7-4 is -soluble, not. for unrestricted

values of E, but only for certain values E called cigenvalues. The

corresponding wave functions v C are called elgenlfunctions. The cigenvalues,

I n correspond to thle discrete energy values of an atom or molecule observeLd

experimentally in spectral analyses. Tro each eigenvaluc of thle Schroedinger

equation there belongs, in general, more than one eigenfunction. Fach

Cigenlfunction corresponds to a different angular momenltum which, like the

energy is qJuantized. The number of such eigcnfunct ions, for a given energy

eigenvaluc, is- cal led the. "degree of degeneracy.'" of the state, Or it.;

"'stat ist ical weight".

As in classical physics, the rate of crnission of radiation is related to a

change in thle dipole moment of thc syst em. Ill particular-, it iS fOund

tcorresponldcnicc priinc ipl1eJ that thle omi ssion raIte dLJe to tran1sit1)S iostrowi

an ippe sI))C'tate ni to a lower state m~ is 'Iescribed 1w the classical for1-

mnu11 HaIqua t ion --3) OMineJd the fol Ilow'm ruLPLicemermt is made:

p 2.i,, + maFn e t ic JdipolIe eecct ric quia driipolIe term s

Here, I i S thle 1a t r ix elemen 11t oft1 the Ilect ri C d ipole ]!omenl et ,etun t.1t c*

n aind ii, and is defined as
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= j~ %3dV(7-6)

w~here the e. are the charges on the N Particles with position veLctors

rand the integral is taken ove% l pc. ~ dnoc h o~pe

conjugate of iD. When p m 0, the magnetic dipole and electric quadrupole

terms in Equation -1-S are smaller than the electric dipole tern. by factors

of about 10 and 108, respoctively.

The radiative transition probability per second from~ stote 11 to state -i,

USu~ally refcrred to as the Einstein A1 coefficient for spontaneous emission,

is determined by making the replacement (7-5) in Equation 7-3 and dividing

by the photon energy hiv For electric dioole radiation then

6 4 T 4,

nrn 3 -h n 72 Pri

If N is the concentration of atoms or molecules in state ii, the spon-

nm

sp~oil. TI h~ 1 n1 nm -

[or S po ' ta1 Cno us t ran 11 i I s do'.1nwa r:! to sta t c,;3-, the t ' ;ue ril C of dep] et ion

of the state li isI

lild 10

n rim

the iitia]1 lniher. Ibi-s tiime is ca:lled tie nC.11 life, Or 1lt*Oti PC,
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state n. For atomic transitions and those molecular transitions for which

a change in the electron configuration occurs (electronic transitions),
10- sec provided jn $ 0. If n= 0, electric dipole radiation

T m-1 nm nin
does not occur. However, if the matrix elements of the magnetic dipole

or the electric quadrupole terms in Equation 7-5 are non zero, radiation 4

can still occur but the mean lifetime of state n is then much longer.

For magnetic dipole transitions it is of the order of 10-3 sec; for elec-

tric quadrupole transitions, about 1 sec. Such states are called metastable.

In addition to spontaneous transitions downward from state n to state m,

the presence of a radiation field with frequency components v can induce

transitions downward (n--m; induced emission) and upward (m-n; absorp-

tion). Specifically, if Pnm is the energy density (per unit frequency

interval) of radiation of frCquency v, then the induced emission rate

per cm, is

Jnm hc nmNnpnnm (-1)
ind. - ,-

where B m, tho Einstein B coefficient for induced emission, is given in

terms of A by the relationnir

.2

B = 2  - A (7-11)
1m I-V 1n

nm

Correspondingly, the absorption of energy of frequencv, is proportional

to ':nB %,here B (eOuia] to R %,hen the states are non-degenerate

is the Einstein B coefficient for absorption. In part iculJr, 1he decrease

in the intensity o ridiat ion traversi j thickness dx is

dl I- k1dx 7 -12)

See Sect ion 7. 1 for the case where degcncracis occur.
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where k ,thv linear absorption coefficient (cm'), is related to B
Jim mn

hoB N
k,. d) nm mn in - )

Vhc integral in Eqjuation13 is taken over the width, lof the absorption

line.

A useful relationship exists between absorption and emission for Systems in

thermrodynaiic equi 1 ibrium (for wh ijh N ,', eC h Onm " U). If is th

t,)tzil emissLOi rate (spontancous + induced) per unit volume, then for an

ensemible of atoms or mol ecules in thermodynamic C(qui librium, the Sumk of

LqUations 7-1: and 7-10, togethe.r with Equations 7-11 and 7-13, leads to

Ki rchhoff's la ;iwn the form

%,here W th 1) 1 hacKbody- brightnezs (crigs sec'cm- 2e T C r is

2 h 3 115

7qaio - 1. describes thoe mi ssion rate from a unit xolume. A. f urtheIc-r

Ivseful ext :nsn onl is tile Jet elMi nat ion of the bri ght aes s, b) of an em itti1-

volume of air as- seen ;Jumon a Iiu tiC f sight, say in the 1 1 I. i on .

definlition,

X

M"ieiill I osoilce is :,'aie ot' j, :.iatck c m; (TO5 t o), thc vi lt-hmiII~~ '

I ,II.ItiI I b, 19LIJi I~ inl t i ed by I I~ - h: -
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If the temperature is constant along the line of sight io that B' is
v

independent of x, Equations 7-14 and 7-16 then lead to the result

b= c B (7-17)

where C., the effective emissivity along the sight path, is

£ = -e~f _k(x)dx (7-IS)

The foregoin 0 descriptions and equations are applicable to emission and

absorption processes involving both atoms and molecules. llowever, because

o, boa los, unlike ato s.,- m2. undr_-o nternn1 vihrational and rotational

motion, profound differences in the spectra of atoms and molecu-.s can

result. The next subsection gives a qualitative description of atomic

and molecular structure, particularly as it relates to the origin of these

differences.

7.2.2 THE NATURE OF AIOMIC/MOLECULAR STRUCTURE AND RADIATION

As described above, qtantum mechanics, in confornity t ith observations,

require> that the energy and aingullar momentu f of a atom or moiccnII e)C

quantied with only certain divcarutc , e possible. Thle cigenifiunctions,

as well as the energy and aniular monien ttim eci xzcva i tes, depeld o:1 certaqin

integers or half inteeers called "quantum nul'bcrs". For everv electron ill

a i; atoui tilre arc toul qLuartturn umbers, desiiniated as ;I, K.: , ic-

ta i led stu ic- cs have shoeun th it tnact can he interpreted :il'r.\.i;i::tci a

f l !,S. lch el ctlre| can he vci'-cd i.K It I'.0i avtoIt" th l'o it i vcl'

cnar o ll t :> it. a, loll- like" !'i:' t it a nicall( 1 .l c l: 1"0::: th1. nIc, -s
' .Icterl incJ i i , ai liter'et ,., ., 3, -- -: ;l led tire rl'i:rc Ial ,<tI , :

:rzi.he rl. !}It h 'irei th" x'.Ilie f 1, tie .r: cr th .l n i. :a5 o ti.l

Ic-ctl.)I1 otr t, . i~ c t''" ,. is al r:' ttii'" 01" tr i rtrrii' rl,-l :..w:it-luiji'ii t

I -Ct Y t i l t." 11c its ' l it:ii ;i. uti ah lt the :ol : , ; .}. i1!. I',it

r24
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to its component in a given directioi,. The quantum number m , which

describes the component of the spin angular momentum of the electron in a

given direction, can assume the values ± 1/2.

In any onc atom, no two electrons can have the same set of values for n,

k, m, mS. This assitmption, called the Pauli exclusion principle, is an

addition to quantum mechanics that is required for a proper representation

of observed spectra. It leads to the concept of electron shells and to the

fact that no more than 2n2  electrons can have the same principal quantum

number, n, in a given shell. Electrons having values for n of 1, 2, 3,---,

are said to be in the k, 1, m, --- shells, respectively.

The outermost electrons in an atom (those with the largest n values) are

called v'lence electrons and they determine an atom's chemical properties.

lhLv are partially screened from the nucleus by the other electrons and so

are more loosely bound by the Coulomb field of the nucleus than are the

inner elk:ctrons. In fact, for heavy atoms with a large nuclear charge,

electrons in the inner shells (k, 1, --- ) are bound with energies of several

kcV. Radiative tran.ritions involving these inner-shell electrons then pro-

duce photons with energies in the keV range (x rays). Thansitions involving

the more loosely bound valence electrons, however, correspond to energy dif-

.cronccs of several cV and result in the emission of optical and ultraviolet

r..diaton. 'h" radiation that is cmitted by an atom appears at discrete

• i 'lnen- ies detcrmined by the application of certain selection rules and

L,, nhr's fequec "cy condition vn (n -( I :m)/h. When observed on , spectro-

irap hic plate, the r.diatiorn shows up as a series of sharp spectral lines.

If on(- or more electron: arC removed from an atom, the system is left with

) ,.-I positive charge and s c;:lled a po:itive atomic ion. Like neiutral

at3m:;, ions aire charzccteri zed b" discrete energy levels, angular momenta,

* l.i., and thC ic Cept s o f a tOnic strticturc an1d radiation de :rib ed 1bo'e

' to them.:3
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As is the case for atoms, so it is for molecules that the total energy, and

angular momentum are quantized. However, the energy level structure )f

molecules is more complicated than that for atoms because, in addition to

the energy, associated with the electrons, there is also Oil- onergy ad>:,-otiited

with vibrational miotion of the nuclei about equilibriumn positions and t.ith

rotation of thc molecule as a whole.

The solution of the Schroedingcr wave equation for anl% Nit the sinmph'st

molecules is a very difficult problem. It turns (Aut, howevvr, t hat the

frequencies of vibration and of rotation are -;ubstailtialiy di fferont from

onev another and also fru-.. t ie cl.s aI frc,4LIPrnCv of CI eCtlPoll o1'ill

motion. In 'onsequenc, of this, the w~ave funi:t ion for :I iolectular stailk.

is, to ai s;itisf~lctory qypro.ximationf, svp:,r::!.,L into ;),%,.h;: ~

V Zi e le t olc k; v b a in l rri~ n

cacti product funlctinl Silt iing its own Seirolud inger Aave O urn'iI- ;-t1 i

corilespoinding uceg) eenaic. IIIC tOfO) J;ci ,I(I I, j lu-n iij It'

C

v i hrit I nav I, lun rot at jon~il mot i )Jl -f.t iV

t 'm i Ct I IC t;o f t Ilk. ClPi .. 1 i ;A
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is superimposed a series of rotational states (quantum numbers J = 0, 1,

2, ---) with corresponding energy E The energy separation between ad-

jacent rotational levels is not fixed, but is of the order of 10- 2 to

10"a eV. The separation between adjacent vibrational levels is typically

about 0.1 cV; 'hat between electronic states, as in the case of atoms, is

about 1 to 10 eV.

The spectrum that results from transitions between the states of molecules

is determined by i set of selection rules derived, as indicated in Section

7.2.1, from considvration of the electric dipole moment matrix elements.

In general, the spectrum is much more complicated than that from atoms be-

cause of the multitude of vibrational and rotational levels associated with

each electronic state. In transitions characterized by' a given pair of

electronic state., and by given values v' and v" of the vibrational

quantum number, various changes in J, the rotational quantum nuber, may

occur. The I'Lsulting spectral lines form a single band, All of the bands

due to transitions between a given pair of electronic state-, for all

possible values of v' and v", are said to form a hand system. Because

various clectronic j.imps are possible, the electronic band spectrum of any

nolecule co'nsist.; of many band systems.

ibItioiial-rutational (V-1J bands consist of radiative transitions in

which the vibrational and rotational (but not tl,e electronic) quantum

numbers chatnge. The term "band" is again used to describe the collection

of' lines arising from a given pair of vibrational states. Radialtive trani-

sitions ;rc allowed only if they are associated with a chang.'ng electric

di pule moiit. I;y S'1101jc'try, ,.tates of imoluctilcs with two idnti ical
+ +V

nutclei (,..., N2- 02, N,,, 02) hav' no permainnnt dipole momew s :jil -R

liaads for them do not occur.

're rotat ion~il li a cois i .t of r idiat ive transit ions in Which unly the

rotat ji ( la I (Ili alttlPl ]ItlM1i)vt I- Changllyes . Iiu nk']l t ranIs it ioil, ;lr llo1 ed onl if
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the electronic state possesses a permanent electric dipole moment so that,

upon rotation, a changing dipole moment results.

The wavelength region into which a band type falls is determined by the

energy level spacing involved in production of the band. The intensity of

any line is inversely proportional to the mean lifetime of the upper state

(see Equation 7-18). Table 7-1 shows the avclerigth regions into which the

three band types usuially fall, together with typical values for the life-

times of excited electronic, vibrational, .and rotationil states. The

lifetime shown for electro,:ic states a-sumer that transitions to lower

states by electric dipole radiation are ailowed. Otherwise, as mentioned

earlier in connection with atoraic tr;nsitions, the states may bf. metactable

and have "Ya,'h longer Iifetiie;.

Table 7-1. Typical wavelength regions and lifetiaies for states
involved in molecular band radiation.

TYPE OF TYPICAL ENERGY SPECTRAL REGION TYPICPL UPPER
7.ANSITION/BAND LEVEL SPACING STATE L1IFTIML

(ev) (sec)

electronic 1-10 visible/UV

vibration-rotation 0.1 infrared 10"

pure rotation 10""I0"2 far infrared I

7.2.3 LXC!TAT ION/DEEXCITATION MECHANISMS

Iri orucr to rad at !, u atorn ot molocki le Intust first hc rzti sL: to in r,- t -d

state. It !tlSt thn rmcain in the ecited state 'for a time, -, of the

order of th natural lifetimc of the st;ate, '. ithot,? being deLxCijtCd b" s,',C

other ,,:-.ans. Ai i ndicated earlicr 'see inqlt ti otis 7-t and -i) , i i'i.i -

s ion rate ii: pruport ional to the COliCeIrtI'at joh of atomis/mlecules in tiec

32('.
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upper state involved in the radiative transition. Similar remarks apply to

the absorption of radiation where the lower state is involved. The processes

of excitation and deexcitation together determine the concentration of

species in these states. This subsection gives a qualitative description

of the various ways for excitation and deexcitation with special emphasis

on vibrational states of molecules.

~Excitation and deexcitation may occur by (1) collisions with heavy particles

including atoms, molecules, and ions, (2) collisions with electrons, (3)

electronic and vibrational energy transfer, (4) chemical reactions, and,

(5;' interaction wit~h radiation.

In general, all of the above processes go on simultaneously in an assemhlage

of atorni, molocules and ions. A special case, one that is simplest to treat,

i;2 where the gas is in a state of locrd 1 thermodynamiic equilibrium. In this

caLse, tne v.arious excitation and deexcitation mechanisms interact to dis-

tribute the -pecies among the translational, rotational, vibrational, elec-

trollic, and chemical degreQ.s of freedom according to the laws of equilibrium

statistical rmechanics. tx detailed consideraition of each excitation process

is thcri not nece3-,ary for a complete description of thle radiating properties

Of thC gaS. In thC SLu'dy Of WCA.TrIp effCtS in the atmosphere, the assumption
Of~ local thcr1;1odyPYaic equiiibriui! is -;ometimcs a good one, particularly at

altitudCs OClow 4ibo.t 20 Lm. At iomewhat higher altitudes (lower densities),

all degrees of freedor cxLc t th-, chemical may be in equilibrlium. A con-

sidera-ticWn of oiemic al reactions and their ratcs is then necessary to deter-

mine the Spec] e,-i concent rat ions. At still higher altitudes thle vibrational

and clectru)nic dvgrces of freedom arce 2 Is out of equilibrium, and a dctai led

C~nsij,'erat ioi of the ratcs of plrOdUCt jor andI destruCt ion Of .SpCCific vibra-

tiomnal andc vlctronic stazui; i.; Further necoessary for a description of thle

,dd Liu ,i At L mf1fi i L l bigh altitudecs (e~ Tuv km) the ti inslat jona I and

':oati)nadegrec's of f;-euuji: inay :i iso lie out of equilibrium. Hlowever , sinfce
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only a few gas-kinetic collisions are required to establish translational

or rotational equilibrium, non-Nlaxwellian distributions will tend to occur

only when the density is so low that radiation processes are not significant.

A brief description of each of the five excitation/deexcitation mechanisms

now follows.

Collisions WJith Heavy Particles

If the translational energy of relative motion between colliding atoms and

molecules is sufficiently large, part of it may be converted to energy of

vibrational or electronic excitation. In a gas in translational equilibrium

the mean energy of relative motion is about k'r, or IlU"'(eV), where k is

Boltzmann's constant. Thus, temperatures of the order of 10000K are required

to produce mean energies comparable with thle lowest vibrational states of

molecules. Considerably higiher temperatures are needed to produce appreci-

able electronic excitation. In a nuiclear environment, however, high speed

debris ions arc available with ample energy to excite any state and, indeed,
to dissociatc and ionize the species.

Deexcitation by the transfer of vibrational energy on collision to transla-

t iunal unergv, hai been cxtcois iv c l studied in the laboratory (References

-4 to 7-6). 1'heorie.; have also been devised (Reference 7-6) that describe,

the laboratory results fairly well. Vibrational excitation cross sections,

or rates, can often be obtained from these results by applying the principle

of detai led ha lancing (see kcf. 7-5uj [he1 result Sr~ siit ill Ce XprL-.-ved

ini termis of thev number of gas-kinct ic col Ii sios requi red to dccxc ite thle

first vi bratioi1 state of a miolecuile. Exampl es for- N2, --I, nd Cl12 are

*o%,.n in 'lable 7-2. It is cleair from Table 7-2 thait the- process of iba

t ion-trais lat ion energ,' t ransfur is rat her inefficient , alIthough the cff ici-

t rari'ferred f..,the v ibrat inal ne:rily level spacig or wi ~ th ar, inicrease

ill the tL:enpe ~rat iIPC.
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Table 7-2. Number of collisions required for vibration-
translation energy transfer (from Reference 7-5).

MOLECULE VIBRATIONAL NUMBER OF COLLISIONS
ENERGY
(ev) (3000K) (10000K)

N2  0.29 1010 4 x 106

02 0.19 2 x 10' 5 x 0

C12  0.08 4 x 104 400

Less informatiLon is available on the conversion of translational to electronic

energy and vice versa. A fe , experiments involving shock tUbes have given

rates for the translatior.-electronic conversion and sonie data on the reverse

process, are available from radiation quenching studies. By and large, how-

ever, the available data are inadequate for StUdieS involving electronic

states of interest in ,eapcn effects. Iheoretical estimates, based on

"Dotential-curve crossing" (Reference .-- T are usual."' inaidequa~te also'. due

to uncertainties in the votential-cnergy cuives.

Collisions With Electrons

A.bsorption by the atmosphere of bomb-produced x r-ays results in the rodItic-

tion of fast primary photo and Auger electrons and of slower secondary

electrons. III collisionIs wit~i a~r species, many of these o ctcn are

effective in producing vibrational and electronic excitationl, as wecll a

dissociation and ionization. For example, an ustimrjte of' the initi:il parti-

t iont of energy resulting from the slowing domi of a I - keV electronl in

ir is; shown in 'Lible i
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Table 7-3. Initial energy partition in air by 1-keV electrons
(Reference 7-8).

MODE OF EXCITATION ENERGY IN MODE (%) 1
Prompt ionization and dissociation 51

Allowed electronic states* 26

Metastable states 16

N2 vibration 7

* By allowed states is meant states that are not metastable.

Cross sections for the excitation of vibrational motion by electron impact

on molecules of interest such as N2, 02, CO, CO2, have been measured in the

laboratory (References 7-9 to 7-11), and theories that account for these

measurements are now fairly well established (Reference 7-12). For some

molecules, such as H2, N2, and CO, the cross section for vibrational

excitation is very large (due to negative ion resonances) for electron

energies near 2 eV (Reference 7-10). As a result, as much as percent

of the energy deposited in the atmosphere by bomb x rays is estimated to go

direct!y into vibrational excitation, of N2 (see Table 7-3).

Cross sections for electron excitation of a number of electronic states of

air atoms, molecules, and ions have been obtained in laboratory studies

(References 7-13, 7-14). Although this work is actively continuing, large

gaps still exist, especially with respcct to cross sections for excitation

of the many allowed states involved in emission processes in a nuclear

n environnicnt Quantum mechanical calculations have been carried out for a

number of electron-excitation cross sections, especially those involving

light atoms U(eference -iS). heir agreement with experiment rauge> fru,:

fair to excellent, depending Upon the complexity of the atom and the validitv

of the approximations made.
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Electronic excitation, particularly of atoms, may also occur when molecules

are dissociated by electron impact. Cross sections for excitation of cer-

tain states of N and 0 atoms by this process have recently been obtained

in the laboratory (References 7-16, 7-17).

Electronic and Vibrational Energy Transfer

An atom or molecule in an excited state may transfer on collision all or

part of the energy of excitation and leave the colliding partner in an

excited state. This process is particularly significant for the transfer

of vibrational energy from a homonuclear molecule (N2 , 02, N2, 02, eta.)

that Lannot radiate this energy, to other molecules, such as C02, that can.

Ihe theory of vibrational exchange in molecular collisions (Reference 7-18)

usually gives results that agree with experimental data to within a factor

of 5 (Reference .- 19). The cross section, or rate for energy transfer

depends sensitively on the energy defect, Ed, (amount by %,hich the energy

exchanged is out of esonance), decreasing approximately exponentially as

E.2/3 (Reference 7-20) . Except for cases involving large energy defect-;,

deexcitation of vibrational motion by exchange collisions is usually more

efficient than the vibration-translation proce-ss described above. Deexcita-

tion of N2 vibrational motion, for example, is particularly effective in

the atmosphere through the process

N2 (l) + C02 (000) k21 \ 2 (0) + C02 (001) (7-2)

bcMsC of the close energy resonance (small energy defect) between the first

vibrational sr;ite of N7 and the (001) vibrational state of CO. . The

vibrationall% exc itel CO, can thell proceed to radiate bands at 1. 3;: and

ait loiigur waivelengths is ecll. Rcacti on 7-21, in fact, is a good example

A trji:tomic mo le,.ulIC has three fundamental modes of vi bra tion. \n
aitrar vib,,rational state is denoted by (V1 v V3)
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of excitation that results in radiation known as vibraluminescence. it is

important in a description of weapon effects because it may produce a long-I
lasting afterglow in the infrared region. More details are given in Section

.4. 2.

Information on clectronic-energy exchange and of -vibrational-electronic

energy- conversion for states of atmospheric Interest is largely lacking.

Atmospheric and laboratory measurements (References 7-21, 7-22) have led

to a considerable amount of data regarding the collisional quenching of

electronic states. However, the produIct s;tates after collision are !tsualir

not measured and so the disposition of the electronic energy into electronic,

vibrat ional , n!d t rans lat ionalI riot ion of the quenchinig mol ccule is generalIly

unknown.

Chemical Reactions

Chemi cal1 reactions are ofteni anl important source of excited species inI

nonequi 1 ibriur gases. Conversely, ehemi -a I react ion,, can alIso he the domi-

nant mechan i sj for decxc itat ion . Aniexamiple , iIllUstrat ice of hot h of these

processes, is the reaction

NI ')) 0, O2 k O

Here N(219) a nitrogen atoir in the metastable 211 state, reacts with
mu 1 cu I r oygen o for :t.O , a i brat i ona I lv cxc i ted NO m ci

uc t iou 7-22 i-N exot heroiic by 3.-7 e% , ain eit rgy suff~i ci ent to p opn 1at"

v ibrat ioiia states of NO up tov I IS. Unles-s quienhied h\y collision:4,

the NOi imol ecu iles w ill rad i ate this 5cergV , or a part t fiercol, in the

fundimieimt a iind o1 NO at .7 .3-0 an1d in sh1or-ter - sa"X el gt ii overtonle

hands. '1Is jr ad lt ion is reCferre-d ti) as- "CheMi lum )i11CSCeCC'. It tii1iv

aris 1 C romi Vibrat jofl 1 xcj ttion, as in Reaction 7--22, and lie, in the

infra red reCgi~i , or it may: an Sc iromu electronic c XCitalt jii Of ail (,LICt
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species by some chemical reaction, and lie in the visible or ultraviolet

region. In either case, the rate at which photons are emitted is propor-

tional to the rate at which the excited state species is formed. In Reaction

7-22, if kz2 is the rate coefficient, then the photon emission rate is

proportional to k22 [N( 2D)] [02].*

The metastable species N(2D) has a lifetime against radiation of about

26 hours. However, at altitudes below about 300 kin, the concentration of

02 in the atmosphere is sufficiently great so that Reaction 7-22 will

destroy the N(2D) before it has a chance to radiate. Reaction 7-22,

therefore, serves to chemically deexcite the 21) state of atomic nitrogen

as well as to form vibrationally excited NO with its subsequent chemi-

luminescent emission.

Reactions, Such as (7-22), that produce vibrational excitation are of con-

siderable importance in the stud), of weapon effects bet;atp;: they are con-

tinuing processes (until the reactants are used up) that emit long-lasting

afterglows in th, atmosphere.

Other types of chemical reactions that may produce excitation or deexcitation,

particularly of electronic states, are those involving charge transfer, for

example,**

N2 + CO-- N2 + (CO+)*

and dissociative recombination, for example,

+
2 + C-- N( S) + N ( D)

Square brackets around a species symbol denotes ''concentration".

Hi* lhe s:-mhols ' and :,: arc, ti.cd to denote electronic excitation and
vibrational ('xcitation, veslc'tively.
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Absorption of Radiation

An atom or molecule in a given state, m, can absorb a photon and be excited

to a state, n, of higher energy if the photon energy equals En-Ems and the

transition is a permitted one. If the radiation field is intense enough,

the distribution of states may be upset and the radiation properties of

the air altered. An example, relating to infrared radiation from species

in the atmosphere, is the absorption of earthshine above about 70 km.

At altitudes below about 70 km, collisions among the molecules are f
fast enough to maintain a Boltzmann distribution among vibrational states. H

As the altitude increases and collisions become more infrequent, however,

collisional excitation cannot keep pace with radiative deexcitation and

the excited states are depopulated relative to what they would be for a

Boltzmann distribution. The (thermal) radiation, which is proportional

to the excited state concentrations (Equation 7-8), is then correspondingly

less. This phenomenon is referred to as "collision limiting" of the thermal

radiation. Tending to offset this effect, however, is the absorption, or

scattering, of earthshine which increases the population of excited vibra-

tional states. In fact, at altitudes (70-110 km) where the air temperature

is less than the effective radiating temperature of the earth, the infrared

thermal emission (including carthshine excitation) can exceed that from a

Boltzmann gas (of the same tc.mperature) by factors of up to 100.

Another effect of absorption that may result in significant excitation of

infrared radiation is the process of UV fluorescence or. as sometimes called,

Franck-Condon pumping. Here, a molecule in its ground electronic and

vibrational state may absorb a iJV photon and be raised to an excited elect-

ronic state. It then drops back to the ground electronic state with the

emission of another UV photon. In general, however, the lower state will

be one that is vibrationallv e.cited. If the molecule is infrared active,

vibrational doexcitation ill subsequently occur with emission of the funda-

ment.alI and overtone band,; in the intfrared. Thi , mechnni,;i i ; the pri nc i pa I

one for daytime excitation of infrared radiation from certain molecules,

particularly metal oxides that may form in the atmosphcrc.
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7.3 ATOMIC/MOLECULAR STRUCTURE AND SPECTRA OF AIR SPECIES

This section presents more details on the structure and spectral properties

of atoms, molecules, and ions, particularly those encountered in a disturbed

atmosphere. Atomic species are considered first, and then molecular species.

More details can be found in References 7-23 to 7-26.

7.3.1 ATOMS AND ATOMIC IONS

Angular Momenta and Spectroscopic Notation

In quantum (wave) mechanics, as in classical mechanics, the angular momentum

cf an isolated system is constant. According to quantum mechanics, it can

take only discrete values, as can the energy. In the case of one electron,

it can have the values (Z+)<i (41 h w2), here L is the azimuthal

quantum. number and relates to the angular momentum due to orbital motion

of the electron about the nucleus. For a given value of n, the principal

quantum number, £ can take only the values

0, 1, 2, --- , n - 1.

This orbital motion can be viewed as a ring current with an associated

magnetic moment. If a magnetic field is applied to the atom, the angular

momentum vector W' ill precess about the field direction so that its

commponent along the field is constant. In quantum theory, Mi has
Z

magnitude m-{ here m, called the :nagnetic quantum number, can have only

the 2.'^ 1 discrete values

Different values of Mi, correspond to different orientations of Z. In
'I-

the presence of a i:lagnetic field, therefore, states with a !iven b hut
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differc1 ,t in. Will have -Aightly differei t energies. For zero field,

the 2 - values of mxfor a given rI- and L' correspond to 2,, +

different modes (A motion (eigenfunct. ions) of the same energy, and thce state

(n, Z) is (29. + I fold degenerate. Electrons with Z =0, 1~, Z, 3,

are called s, p, d, f, --- clo-ctrons, respectively.

Iie angular nioimentum s , associL.ted with the electron spin, has magnlitude

/s (sTlih, whore tho .;pin quantum nll c~ has the value I 2. 1
%netic fieldI the component of s has thle vajue, II ? where ri, 112 or - 1/2.

S

In light atomis containing several clectrons, the orbital aingular iioment a

Z... of thle individual electroc-s are -ztrongly coupled amiong thieluiscvos aS

are aliso the spin anglar11 Momen1tZ Si among vhmeIvs h d

together to form a resu iltant 1, of mi. tud-I -~i L; Ii i althc

add together to for:, a resLultanlt S Of ruai ituide vS i Siice thle

arc integers, thle quLantum, number 1, is also an integer. States with *
L =0, 1, 2, 3, -- are designated as, S, 11, 1), F, - state.-, rcspecti-ely.

Since s j.1/2 , thle quantum numbher S is inltgral for anI even1 nuLmber1 Of

electrons and halif integral for an odd numbner uF clvctroii-s.

The re(-su-ltant;, I. and S are ThenI aIddud together to g'i \e theo *total 01. a
mom11enltum . of the electrons. Its mIcaitd s J~+ hr h

qjuitira nuIUer J Canl have, thc : + I Va liies:

Fv enl i r, thle t ranges t IA horLat orv fields, ja.evi th' 1~ itoji .l

t hani 10 .6

Alterfuat i-- v l, in1 hea:vy dtoIils , the'. and C'J 1 !-0 1- t '-r



The componKt of J in the directien of an applied field is Mi h whe-e
.3-

M is quantized with only the 2.3 + 1 values from -3 to +J permitted.

The energies of tile states formed in this way depend upon L and S.

Indeed, states with different L and S have very different energies

while, on awcoun- or thc malIness of the coupling between 1. and S,

status ,ith the same 1. and S, but different J, have only slightly

different ene'ries. The latter gives rise to what is called "fine structure

splitting" of a state with given L and S, and forms a multiplet teri.l

which ha:- 2S + I components (called the "nultiplicity").

Li spectroscopic notation, the value of S is denoted by a left superscript

whose value is 25 + 1. [he value of J is dunoted by a right s-ubscript

of v.lue J. For ex.iipi e, T[able =-4 shows the electron configurations and

ter,. type, for the ,roui-.d, . o f 1 c ; ic;tra1 at o - hydro.g.. throigh

arc on. Inc luded art.: also the iun:. a nod 0

.\s :.-I~t iiod in the i Lv]ous sc-t ion, transitions between state:; of atoms
:ii, :i\'c rise to stror cmi ss iol and ahlsorp*t ion lines oi ly i f the ;natrix

clew-c:. of thu electric djipolen molcnt Let ,oen the states i*s non-zero. For

tranJ ilons, this I cads t, t o rik orous st.lvCt ion rules that operate to

detcrnine the spectruil.

1. .',,J - 0, i, n..ith the restriction J 0 ---- J = 0
.CVChi t~o i O O i: ., oli 1 .itl1i odd t ,::., and

v' ie Vorsa

in ddit. [n, 1as long: as cowlllifig 1t' 1. and S is ICa , the riil-.:

i'!1.' tunfll shtait') of :i t wl r''(l, , i 'ui shed ,'. tccl, -: c.i ,lig
0.w, 'h l'i " : t !;; *] , \ r : i : * l " u ] t o l , t! t h e ;t O ll : , ( l
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Table 7-4. Electron configurations and term types for some neutralatoms and ions. 
i

ATOM/ION I ATOMIC K L M GROUND
NUMBER ls 2s 2p 3s 3p 3d TERM

H 1 1 2SI/2

He 2 2ISO

2S:Li 3 2 1 2S112

Be 4 2 2 1S0

B 5 2 2 1 2P1/2

C 6 2 22 3

N 7 2 2 3 S2

N+  7 2 22

o 8 2 2 4 3P2

0+  8 2 2 3 S3/2

F 9 2 2 5 2P3/2

Ne 10 2 2 6 ISO

Na 11 2 2 6 1 2S1 /2

Mg 12 2 2 6 2 ISo

A. 13 2 2 6 2 1 2p,/2

Si .4 2 2 6 2 2 3P o

P 15 2 2 6 2 3 " 3/2

S 16 2 2 6 2 4 IP2

C 17 2 2 6 2 5

A 18 2 2 6 2 6 ISO
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AL = 0, - 1

S= 0

hold to a good approximation. (Note, however, that AL 0 is forbidden

for one-electron atoms by Rule 2 above). Finally, in a magnetic or electric

field,

", U , -± 1. ,

Iransitions that may occur weakly (magnetic dipole or electric quadrupole),

although violating the lbove selection rules, are called forbidden transi-

tions. Figure 7-1 (from Reference 7-27) shows the positions and lifetimes

of the metastahle levels of 01, OI, NI, and NIl arising from their

g'rouLnd electron configurations. Also shown in this figure are the for-

bidden transitions and their respective wavelengths. Numbers in parentheses

refer to transition probabilities (sec-i).

Strengths of Spectral Lines

I:(jlt ion --- gives the transition probability (se- for spontaneous cinis-

s ion. It applies when the states n and m are non-degenerate. If

dcei, en crcv occurs, Lquation -- should be repliaced bY

6. n.m.A nm 7 -) 23
nm -7--- - - -nm gn

•,here the suLnrwition is over ;ill po;sible combinat ions of the degenerate sLib-

levels of tho upper :n) and lower t'r) state. In addition,

'fhlc IRo,iii ni..i* , I I atitci" in atomic sv:ibo I el('s ..o :i neutl ;ttei:i;

the Ronani iumerall I11 refers to a single ionized ato'..

It i 15 zero, it can bC rClaIJcCd ill l[quat i. '-23 by its r;iz-

,,.'t Ci i' o I 1ont C1 i1rart. I t' the I atter is a I so zero, it can t hen be

-epa C J 1\ its elect ric quAdrupole cCnte paIrt.

341



ev. OT Term e.v. J Term
01294 on 2P3

5.00 5. sec. 20o
0-74tc. 0 2s0

3.31 2DO

7.2
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Figure 7-!1. Forbidden transitions among low-lying m'etastable
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Since vn (FnF )/h, it follows that

fn =(g /g )f~ (7-26)

where f n, the oscillator strength in emission, is negative. For allowed

electronic transitions, the quantity (E f m)i fteodro
k~m n~m

un ity. In terms of f mn' [Equation 7-23 can be written as

A = a - (27
nm mc g mn

lable 7-S shows some of the prominent allowed transitions in the visible

spectra of N, N+, 0, and 0+. The fine structure, or multiplet splitting

of the energy levels (corresponding to different J1 values for given 1,

and S) and spectral l ino s is not shown. The upper and losez energy levels

for each transition are shown, along with their statistical scVlghts and

the corresponding A and f values. The information contained in
nin mn

'fable 7-S is fro2,:i Reference '-28.

7.3.? MOLECULES AND MOLECULAR IONS

The States and Their EnergyLevels

Electronic States

?For a given separat ion of the nuclei , the e ctrons carrY out mot ion about

thc nuclei in such a way that on ly quaint ized cecctrunic -states of the

mol ecule occur, The di fferent electronic states ore chairact er i zed by

ccerta i (Iant ur numbc rs and symmet ry properti , sOf' thle ir Ci gen tu1C tion S

or Ji itollic and liniear polvaLtUiiC nl'als the electron orbitLil I irii~ular

momn(ttini A ihoiit the interniHc lr;r' a0.i S iS 1ICfiicd Anid haJS (11 hitI;IrL Tiildt

1.1, si 'c the .hI1 1aI lI 2tIl) .ll nossillic t'i1 it a altics. r

I vl w i ccu Ic-s di ffkci t tS% s 1 c c.I'I s tc II ; Of Jr ( h~IC I i illY.M



Table 7-5. Some allowed transitions for NI, NIl, 01, and 011

in the visible.

SPECIES MULTIPLET X(A) Em(cm- ) E (cm-') gm g A (lOsec-') fnmnn nm m

NI 4P -4Do 8692 83337 94839 12 20 0.19 0.36

p -p 0  8212 83337 95511 12 12 0.23 0.23
4P -SO 7452 83337 96752 12 4 0.32 0.09
2p .2pO 8618 86193 97794 6 6 0.29 0.32
2D -zF3  9048 99663 110713 10 14 0.27 0.47
2S- 2P 9050 93582 104628 2 6 0.26 0.95

NIl 3PO- 3D 5679 149013 166616 9 15 0.56 0.45
3pO_3p 4623 149013 170637 9 9 1.05 0.34

'P -'D' 5537 205677 223731 15 25 0.56 0.43
sp -SpO 5007 205677 225644 15 15 0.77 0.29
3D -3F 5005 166616 186593 15 21 1.22 0.64
3S _3p 5001 168893 188884 3 9 0.75 0.84

'P -3D' 5939 170637 187472 9 15 0.57 0.50
5D0- 5F 5178 223731 243039 25 35 1.02 0.57
5 P- 5 D 5176 225644 244959 15 25 0.83 0.56

'FOD 6168 186593 202801 21 15 0.36 0.15
3F- 3G 4041 186593 211332 21 27 2.64 0.83
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Table 7-5 (Continued)

SPECIES MULTIPLET X(A) Em (cm-') E (cm') gm gn A nm(10sec-1 ) fmn

01 30o3D 8227 101143 113295 15 15 0.32 0.33

3Do- 3F 7949 101143 113719 15 21 0.37 0.50
5S°-SP 7773 73768 88629 5 15 0.34 0.92
3po- 3p 7477 113916 127286 9 15 0.41 0.57
3p -3DO 7990 88631 101143 9 15 0.29 0.46

tP -'DO 9264 86629 97420 15 25 0.42 0.90

oil 4P -4DO 4652 185402 206895 12 20 1.02 0.55
4p _4pO 4341 185402 208431 12 12 1.05 0.30
7P -2D 4418 189008 211636 6 10 1.13 0.55

2D -2F' 4593 206972 228737 10 14 1.11 0.49
6S 0 6p 4467 245396 267775 6 18 0.92 j.8.3

40
0 -F 4075 206895 231429 20 28 1.98 0.69

-PI-4p 4152 208431 232511 12 12 1.01 0.26

4V-4D 4111 208431 232746 12 20 1.49 0.63
/D(-2F 4704 211636 232889 10 14 1.38 0.64
S-.P 4913 212162 232511 4 12 0.67 0.73

• F0-3G 4188 228737 252608 14 18 2.51 0.85

2D'-?F 4701 229955 251222 10 14 0.88 0.41
2PO 2F' 4698 232511 253791 6 6 1.05 0.35
4F -4Do  6898 231429 245923 28 20 0.33 0.17

;'F -'Go 4094 231429 255850 28 36 2.60 0.84

4P -4D0 4294 232511 255794 12 20 1.98 0.91

"D -"FO 4278 232746 256115 20 28 2.12 0.81

F -2G0  4342 232889 255915 14 18 2.31 0.84

2_r[ -2FO 46n6 234434 256136 10 14 1.82 0.81
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the symmetry properties of the nuclear frame. For example, for molecules

with two mutually perpendicular planes of symmetry there are four types Of

electronic states Al, A2, BI, and Bl2.

The electron spins combine to form a total spin angular momentum 9. For

diatomic and linear polyatomic molecules, the component of 9 along the

internuclear axis is Eh where

Z= S, S 1,-,s

The total electronic angular momentum about the internucicar axis, denoted

by , is obtained by adding S and . The associated quantum number,

P, is given by

72 = JA E

The values of S and Z are denoted by using C2S+l) as a left super-

script, and (A+--) as a right subscript. Thus, for example, the state
3 A2  implies A=2',S 1, =O, and Q= 2.

[he electronic energy of it diatoriiic miolecule dcponds on tile intornuclear

separat ion r, and that dependence will he different for different electronic

states. When the nuclei move relative to each other, work must be done not

only against the Coulomb field of the- nuc-lei themselves, but also in changing

the electronic energy. Thus, the Fsun of the electronic energy, 1 1 el

(potential + k j nlet ic energy of thle elect rons;) , and the ConI IONA) po~ten~t i a 1

V n, of thle nu1c lei acts aIs an 2ffL-ct ivke pot ent i al o nergy Mnder which the

ntic lii carry out their IreL;Lt iVC mot i ons (%-i brat i cons) . C:urves rcproent 1 rg

the variat ion of th is effect i .( potential energy with i uternuc lear sc-para-

tionl are cal led "potenltial I . AIilJI:7 &F p 1t cnt -1

Referencu 7-2)) for var iulis electronic states of N2 , nd a20re
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r~h.

shown in Figure 7-2. The positions of tile vibrational levels associated

with many of thesc states are also shown. Those electronic states whose

potential Curves have a minimaum are stable states of the -molecule. if
there is no minimUin the electronic state is unstable, that is the two

atoni'- repel Leach other for a!, value of the internuclear distance. -)onc

of thle dashed curves, in Figure 7-2 correspond to unstable states of N2

a]d N ?

':he electronic ene~rgy of a ivekn state is equal to tho internal oner-gy of

the UloiCCole 10hen1 it -;S i11 its ilOund vibrational and rotational states.

.,oC LgC'nra 1 for-iulas for the energies of elect roniic states of a molecile

Iun , *.ivcn exczept ,'or those staites Kva ldldher g state:;, in which One

elect ron is excited to orlbitals of increasing principal quantumn number n.

Ini thi s case, to a gned), appr'oxi mat ionI

wheure I i s the joiizat i on potent ijia , R is the kxdberg coinstant (13.( ek'\

and a i s tile Redh'rq correct ion,

Vibrational States

Diatomic Molecules: If thev potential curve for anl electronic state j

:i1i'xii.l nkvo that for' a hr:ncoc ao eeucs -1 -~;Y

0 1 1~L. I let -. 1 x denot es t~wle'] m-ind staitL, the let tc'rs- A, B~ L,

E -eII'I'it Ik e X C C1)t 10F C 10 teno Ce exC i ',e d t'; ti I u FIIrde0r 0t f 11r'u ,

Si4 ng ' w~ith the(. S~lilk' ;p ifl 5 ;[i the CrOlind state; t iele t t 1 C-I's

~ h , c, '.,~ene U;; i dnote slate. j ii order )1i-rc 1n.~e r

I t a d i f 'l- 1 1) in I I. - ii t t i I ng 111 1 m 1 )o:Pe r . , , t 1il )w1

C iUinu st-itL
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the energy eigenvalues, Ev, that arise from solution of the Schroedinger

equation are

Ev = hce(v+l/2 ; v = 0, 1, 2, --- (7-30)

Here, r is the nuclear separation :orresponding to the minimum of the0
1otential curve, and c: is a frequency characteristic of the givenI.

electronic state, ;.'." c is that f'requency expressed in the unit cm

lhe vibrational energy levels, represented by Equation 7-30, are thus

ejual ly spaccd :,ith a separation hc c . More generally, if the potential

curve is represented by a power series

f(r-re) 2 - g(r-re)C + --- (7-31)

the vibrational energy levels are then found to be

I = I (v 1/2) X (v + 1'/,2 + . v (v + 1/2) 3  + (-32

where the anharmonicity constants x and v are such that x x 1 , and
C "e C

" - L-uai . ion - gives a hetter representation of the vibrational

Ilevel structure of di;itornic moleciile than does Iquation -- 3() and provides

for i diminishiwug energy level separation with incrcasing values of v.

0olyatomic Molecules: If thc;2 ;!re N nuclei in the molecule there will

!)c N-b i ,; o f -vi, rat ion ;oss ilI e. For linear molecules, the number

is 3N-.3, 2 tho, gh --on- of these nay he degenerate. The vibrational energy

levels Ire Ijv)u !\ the ixpression

h(v , , ---v . hel..i(v. + d./2 + x (v. + d /2)(1. + dk/2)

I_.i ik i k - - -;3
i k :i

i k.-i
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In Equation 7-33, d. is the degree of degeneracy, k. are integral numbers1 1

that assume the values ". = V v i - 2, v. - 4, --- 1 or 0, and the .
are constants of the order of the x jk. For triatomic molecules, the

principal vibrational quantum numbers are v:, v 2 , vi.

Rotational States

A description of the rotational energy level >tructure of molecules is

simplest for diatomic and linear polvatomic molecules for which the ziisgiii

momentum about the internuclear axis is zoro. Most diatoPic molcules of

interest texcept NO) have a "I ground electronic stuie . = -,

and so satisfy this requirement. ,olecules not satisfyin this reiiru-

iwent can be classed as sy7nnnetri c tops, s iv riiical to!s , U0" r Si:i..et I tj.;I L.

For themi the rotational structure is i;r' compi.ex and will not !,e described

here. l)etjails can b)2 fouiid in iwcl'eeliccS -23 ;a;J - n.

Solution of the Scimrnediiicr cqont ion shois that the angular mo:;Jcntun, .1,

Lue to rotatiton of the Jiuc l Ci about n ax is ci'eldi20mlar t c t

nuclear line has magn itude , -'1-.1 141 Nc1 C . , th rotation...] jlalitun

number, cAn take on y the 1t)r Iv lues , 1, , -- O- . e' C C o iie't .,

.J in a given direction i< 1 .6 ,here M1 = A. - 1, I - ,

The Ceoriresx)lI didng value t(," the oL t anaI eirgy 1O , stat cjaPtll lit I- .

I 1 t he Itlit !tl iiliihfll' \' aX id J i i Ioud to be

I (..3' r he'hB\. (.!1 "t 1 -'1 i fl? !- I'

I v\

I ie tc'la :1 Od cals :ii h mc alt 'I;nia tc ((A -

' + ': . * 1 " " -- 3- --

3 hO
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" i

where ae e' and B are characteristic of the electronic state involved,
e e e

and

= 4B3/ o2  (7-37)
e e e

It is seen from Equation 7-34 that the separation between rotational energy

levels increases with increasing values of J. Since I has 2J 1 1 pos-

sible orientations in space, the rotational state J is 2J + I fold

degenerate.

Table 7-6 shows, for selected diatomic molecules of interest, values for

the electronic energy, T., dissociation energy , Do, ionization potential,

I, and other molecular parameters dcscribcd above. More comiplete tables

can be found in References 7-24 and 7-30.

Table 7-7 shows values of some molecular parameters for selected triatomic

molecules of interest in atmospheric studies.

Selection Rules and Spectra

Electronic Bands

Electronic bands consist of transitions in which electronic, vibrational,

and rotational quantum numbers change. The selection rules that operate

to determine the allowed transitions are complex and are rolated to changes

in the syimmtry properties of the wave functions. Briefly, the synmmetry

properties are:

1. A rotational level is classed as + or - if upon reflection

'at any center the net, rotatioral wve function is identical to

the old (+) or ha; only its si gn changed -

The dissociation energy is the minimum ,-nergy required t.) split apart a

molecule in it-: r reand Ldectronic, kihrant iolla], and rotat ion:il states.
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Table 7-6. Molecular constants for some diatomic species.

SPECIES STATE Te D0 1 ) (eX e  Be lOOep re
(ev) (ev) (ev) (cm- ) (cm ) (cm-') (cm-") (l0-'cm)

02 X3Z- 0 5.12 12.1 1580.4 12.07 1.45 1.58 1.21

a 0.98 1509 12.9 1.43 1.71 1.22

b'Z 1.63 1432.7 13.95 1.40 1.82 1.23

01 X ,9 12.15 6.67 24.2 1876.4 16.53 1.57 1.98 1.23

a' ,u 16.11 1035.7 10.39 1.10 1.58 1.38

N2  X1 +  0 9.76 15.6 2358.1 14.19 1 9 0.02 1.10

As-, 6.17 1460.4 13.89 1.43 0.01 1.29

Nt X27+ 15 57 8.71 27.1 2207.2 16.14 L 92 C 02 1.12

A rru 16.69 1902.8 14.91 1.71 0 02 1.18

"0 X2 .1,,2  0 6.51 9.3 1904.0 13.97 1.70 1.78 1.15
12 0.02 1903,7

No+  Xl_+ 9.25 10.86 30.5 2377.1 16.35 2.00 1.07
(N-O+) -

A'i 1608.9 23.3 1.59 1.19

CO X1z +  0 11.11 14.0 2170.2 13.46 1.93 1.75 1.13
3 

TT 6.01 17319.3,14.47 1.68 1.93 1.21
CO+ x + 14.21 8.35 27.8 2214 27.93 1.80 1 3.03 1.17

A2fli 16.78 1562 13.53 1.59 I 1.94 1.24

AO X2 +  0 5.0'.2 9.5t.5 979.2 6.97 0.64 0.58

2±+ 2.57 - . 870.1 3.52 0.60 0.45

LiO , 0 3 3 9.0 .2 745 4.84 1.3 1.29

Ba0 X', 0 7 669.8 2.05 0.31 0.14

A' 2.08 498.8 1.5 0.26 0.11

FeO x 0 _4.3_0.5 8.7.. 870.8 4.39 0.35 0.29

-I ,,n . 1 5.7-7 7 ) .
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Table 7-7. Molec.ular parameters for some atmospheric triatomic

species.

MOLECJLE GROUND Do I IIBRATIONAL INTERVALS (ev)
STATE (ev) (ev) v

H20 X'A1  5.12(H-OH) 12.62 0.453 0,198 0,466

C02  5.45(CO-0) 13.77 0.172 0.083 0.291

N);. X 2._ 3.12(NO-0) 9.78 0.164 0.093 U.:201

N20 x -+ 1.68(N2-) 12.89 0.276 0.073 0.159

03 \ jN . 1.05(0,--0) 12,80 0.133 0.087 0,129

2. t , opur, ref lecti Oil of all coord i natx_- at sonlic cenlter, tile

tlclw eJ ct rmliic wave funCt ion is idelitiCal to tile Old Or ha

(lily it .; mchaiU.Cd , the state is denctced by a right 'Ilb-

I' j 1 )t i , JI. U. 'I'l j S S 2flfllc t r'' s ~SC J On il. h\ 11oIC-

cL JI 'S ~I i L1 idoICitII calU nucli.

11,upon i iiitercha inge of III 00h 1.: W~iVC fUI Ct ion i s
lenCIt i calj to the old or hajStn olvl ts -igyilcaic the statv

i-; (101utcd 10V S (foir oi i (for citi: .vinl~lctr s:.Hit

fbii s intry i poss es~ed Oly y lVi 1CC I Ces k, I ~te 1'Sae

cilar(' onl the ii di,.-idual niucl i

t, -, ttc cpni ~o tatt .;j tr1-1 in It th e1lec o iO

all t. ai t, 117 tS Ile C I C -1:

11w4
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and

AS =0; AA =0, 2: 1.

The selection rules0 for the rotational quantumi number are:

A t 1 if ,% = 0 for both states

=0, ± 1 if A 0 for either state.

In all cases, J = 0-+J--J 0

There a. io selection rules for thc vibrational quantum numbers i; an

electronlic ban~d, but k%' is limited rv' the requiirements of the Franck-Condon

pr i n i 1)ie(. This principle, corroborated by quantum-Mchanical calculations,

states that an ,olectroiiic transition in a inolecuic takes place so rapidly

in comparison to) the vibrational motion that iLunodiately afterward the

nluclei still have very nearly the samne relative position and velocity as

they did before the t ransit ion.~ An il str"t ionl is given in Fi~gure-

in which poteatial curves for two electronic states are Shown. AB is a

vibrational level of the upper sl ate and OC and 1: 1 are vi brat jona il

levels of the lower state. During viblration in the upper state the moleI-

cule stays prefcrent ial ly at the turning p)oints A and B~ of the vi bra-

t,:Onal miotion, while the intermediate position,, are passed tl~ough ver'y

rapidly. As a resulIt, the clcctroriz trans it to) tinQ lower- state talkos

vl!a'CL pretercnt ial IN' at thQ turn inig po its.. it ta".es plaice aIt R, then)

immiedi.;itelY after the transition, the 1!ole(c(11(. i 1II be at C, vertical 1.

li: B, and C fori:is the 1ii pitt t Urniiiw, pc-ijt of' tl, ilew v bation

t;ot ioil C -1 t it t Los p1 cc t A\, the 1mxn i i on to I and I

1*orm-ii.s tihe leit tariini popint of thc new vihi%;t lonaj I mot ionl I. '. Ill tlls

uxiiii1) Ic, t hero Ison Id be t',o X il hiAt i4)1ix I staitS 01 o Ill" 101oC7' Ct ron cl

sta te I ut-: "..h; +I th L pr( 1:;! Ii t yv of t1- Ill - it i on~i< il~ tK a- HIiJ IiX I P :1 .
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Figure 7-3. Illustration of the Franck-Condon principle.

MIathceniat i call)', thc pr inc iple is Jescrilied by whiat are ca1lced 'Irvanck -Coridon

Catl_ (!V( lcc IJtjU t 7 -'41) g! i~;ig Lhe re Lio p~irohal ii, s for di fforent

hands of a given. elect roniic !bind sstemn.

Some jro-:; nciit el1-kctrunic badsv ,tc!is of N., , N. 0 , ii;:d 0- ar

in FiguLic 7-4. Onhly the states colrespond inzg to v (=) .i-i r' m

1:1le -. 1OL~s tile W\lht:;Ir thle uand)LS ot t)ie c!VA Ten ic
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- 2nd Negative

20- 20 I' -~LP

1st Negative bZ

2nd Poii~

B116 liti

X'Z 113Z.1
Lyman--~.Hng

Vegurd- Birge-
aplan1.Hopfied

Figure 7-4. Some prominent electronic band systems of N; 2, 02.

and +

Vibration-Rotation Bands

Vibrat jon-Ro.aitionl hands reLslt fruOil tran-Sit iOns t il 1 011. Vilbr3-

iona 1 anid rot at i ona quaintumnum cis chauc c- Ihcsed -cUonro1 ncrX

t he vilmbrat onal I qualin nLlinhcrs are:

Kian6s tiihat ir i syI froiii 'x. I a rc c;i Iled ttuiinit a 1'hands; t hoset thi

Ldrisy floin.> . 2 ;1re ci lc d TI -s t j%-cytoile" bandS; 2.. [ie findaj-

incnita 1 s tlina I Ivst roniger t h i n i t lie f i r,; t cvci neb a facto n- 0fro1' l

1 (1,. 1Iran i t ico 0 a1 Mals ; cI u iiOOCC.1i 1WijCh seVe'ra I V cli;iiig( ' lhe r.CSuL1t I1i
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Table 7-8. Wavelengths for (0, 0) bands of systems shown in
Figure 7-4.

SPECIES BAND SYSTEM WAVELENGTH (A)

N2  Lyian-Birge-Hopfield 1440

Vega rd-Kapl an 2000

Second Positive 3371

First Positive 10387

N2  Second Negative 1550

First Negative 3914

Meinel 11100

02 Schurann-Runge 2030

0+  Second Negative 2610

First Negative 9150

bands, called "intercombination" bands, are also generally less intense

than the fundamcntals. For a triatomic moleculC, .he three modes of vibra-

tion that are charactcrized by the three quantam numbers vi , v2 , and v

are refcrred to as the v, ,, and V 3 modes, respectively.

As ws expla ined in Section '.2.2, the ensemble of rotational transitions

J v"' r) for fixed v, and v" comprise a series of lines called

ia vibration-rotation (V-A) band. The selection rules on J are the same

a:4 described aibove for electronic bands. Those transitions in emission for

%,Ich .•.1 + I may give rise to photons with avelength nhortcr than tho

Lunalo;,ud "nill line" (.1 = --. i = 0 transition'. Ihev form the R

branTh ,)f the band. Ihose tr;nsitiuns for which 'J = -I give rise to

photuns .,ith 1,avelcrngth I-;wger than the null line and for:i the P branch.

If (' - is permitted, the resulting enscmblc of lines forms the Q

brI':.ch. l:r i, ditro1i c Or linear p lyitomic molecuIL', a (2 branch arie,;cs
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.7.

whenever the angular momentum about the internuclear axis is nonzero. Even

if the electron angular momentum about this line is zero (Z states), there

may still be an angular momentum due to rotation of one of the nuclei (in a

polyatomic molecule) about this line. For example, (O, is a linear

symmetrical molecule of the form O-C-O. The v2 mode of vibration, called

the bending mode, corresponds to vibration of the carbon atom perpendicular

to the internuclear line-. The angular momentum that results from simul-

taneous rotation about this line is described b, the quantum number . A

given vibrational state of the molecule is then denoted by the set of quantum

numbers (vi, vL, vf) where, for each value of V2 , the quantum number Z-

can assume the values v , V2-2, v2-4, --- , 1 or 0. This represents a spec-

ial case of the more general case refeir,:.d to above (Equation 7-33). The

vibrational energy levcls for the bt.diTr;g mode, specified !y given values

for V2 , are then split into sub-levels, some of which may he degenerate.

The selection rule that governs X is Z = ± 1. The V-R bands that

originate from changes in V2 (called ",erpendicular bands") then exhibit

a fine structure splitting.

lhe variation of the intensity of rotational lincs in a V-R band, obscrved

with low resolution, would appear qua ilitatvely as in ligure 7-S. Ca ses

where the Q branch is both present and missing arc showin. With higher

resolution, the individual rotational lines would appear, rather than the

smooth envelopes shown in Figure 7-5.

Pure Rotation Bands

Pure rotation bands consist of radiative transitions in which only the

rotaitioilal quantum number changes. The selection r'.,ie on .1 is

-'9. 3 1.
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P R R
P

Figure 7-5. Pictorial representation of V-R-band intensity
(low resolution).

Lquation 7-34 then leads to the following formula for the sjpectr;,-l

trequClncies, v, of rotational lines:

,= c(2b .I41 .2) (7-38)
V

where .1 is the rotational quantum number of the upper state involved in

the tram; ition. Lxcept for the small correction term in DC it is seen

that a rotational baind consists Of a I ibeu" Of Cual ly spaced lines.

i irc 7-( s thu strutire of the i ifrared hands of atmos 'loric 1p01-

atomic nnlcculcs. Includcd arc the V-R bands for two mctal oxides.

S t re n..th of B an ds

Electronic rand

i\lz Il th Ca '' t O;it i ,. I ' tr:ii.i;it ioil , LIitJi i on -- 2. dcs cr ilL" u Ii(a t Of i

1' 1 i i )-' I U L 1)'1 bi t I 1) )ii Hl ('i.' )I 'C t 1.0 1 i L l t t i a d" J
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rueled into two paivr , onc depending on the electron:;, the other depend-

ing un the nucI9Ii

After' iveraigjng over the rotat i una I nor io, it can be Shown (Reference 7-24)

that for di atoiic inot cules the ratrj. c~lemient of pbetween states nlv

il nd m v can he approx imat ed ( r cent ro id ~poxirt n)by

eherv r i! 1 ht r.,cea scp~rnlt ion and (I , the rnkC do

i*:ict or, is, givcn ini t~riis of tile suclI ovorlall integral" 11%

The jLILI~ itV 1, lf! ('1
l'h(c- (lalt t the squaIre of the aiverige (over r) of thle

mat lerix l l e? '.twevl Cle~tIVIiij 1! :111ut p l Ili .11)d it I S J)IOJj'01t ioII;I

lo~ ~ ~ IIito.ciili yll~tm dcnote, thle %ibrotional

pu 1,t o01 tll,' WiVt ' l1iit Il (StIl I.tilfIat ilI 19 1 . I L call he Shown that the

I ant I C n u iI(.t0I.S h111ILe the' r tv

.1Ild t l1At Cal~h lJIn 11C lit Crpi-Vt Led is t !ie, it' 1a t i vo prohob jI Ii Iv, of i

t rawl i I q Il -v C he i nlt I (A[id 1i i d by t lie X.i ur;I t i l)O1:l I h; e Illge v '-- -v".

IIll I 41' C ( II t IC Ic Ii II l I n l d v I.ji l;l t ow -A ; I1d - CC

1: IIj 1 i(L 'Ill

* f ...... C

V-11 lAh L(I I t rk ;- s
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Vibration-Rotation Bands

Equations 7-23, 7-25, and 7-27 can be used to describe the intensity of V-P

bands if n and m are understood to refer to vibrational quantum numbers

of a given eicctronic state. It can be show~n (Refcrcnec -2 that when

the electric dipolc moment is expanded as

P C + (2) (r -r)+)

r= re

then, approximately,

2 r2

Lquat .i ons 7-2S and 7-441 theni lead to a JuLfin i tion of' thlL ah. urp tiol L.sc ii -

lator strength for the fundaieital s of V-R h~ands:

K, v +1 (v1jCi 7-

V2 Ii2 2 R

anld, for tile fi r.;t overt onc bands,

+. V e2 + I I +-12 2

wihvL'
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Values of f,, for diatoi'ic ;aolecu les are typicall i moat 10 an,; So arc

generally several orders Of mPaglitUde smialler than the f-numbers for allowc.']

electronic transitions. The Valule Of f 1  Canl he A-eltei to a:1 e2Xperi-

ihontall 11>cr.ea uSed qua ity $C , the, IliterC 1)U- P1io co CCFiCi ut ,k

ilt grate0( over the V- R band st norm.-i! t inrc-, t trii amd pr!' -sev u N .re

ii Laeuib.er "isits .

It call he show.n 11, 1o-c 3 a

mc,

the

hoI -%,: ild ii It : - 1- ol 0 ci II Ic l

-' ' t rw r o l .- ,.--'- . I- --c I i'1-i~ ,:

ll1iJ it lc~ 5 r I - th Ira .> :1ii o-l :ci('i ;:tu-4. i d-10 h

i L 11s t OVC'tiIL '51 I ion L1(I 't C j 1 1t u ll 2 730 ty l-'fs ts

A 8--c S- )'S

I -I.? -I c0 J

363



VV

Il-

A, 0 = 2.8 2a (S-2/ 2

g 1 1,

is also obtained, w;here is the fundamental avelength in microns.
iii

C.,

Table -- 9 shows the fundamental tavelengths for several species of atmos-

pheric interest. together with measured tolues for S,. Included are some

netal oxides that mav form foli . in.l meteor- or bomb-debris deposition.

Pure Rotational Bands

For diatomic molecules (in L electronic states) the probailit: (sec:

of a rotational transition can be found (Reference 2-33) from [qua ion -C2

by ma.iing the repl:ceer.cnt

n ___ in _ 2 J

L S 2J + 1Rn

where 1) is the permanent dipole io~ment of the mol C:jle. 'hen t is

nonzero, FC is of the order of Io - , csu,

For polvatomic MO] eCt1Ies (alnd those d atOn.1 C nol'ethcl es no! in c I c- t ron i c

states) , odditional quantum9 numiers ire involved and the formula.s for the

intensity arc wnore complicated. For details see Reference -on.

I

-,-

r

3 ,
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Table 7-9. V-R band wavelengths (fundamentals) and absorption strengths for
selected molecules.

SPECIES BAND Xso SPECIES BAND so
TYPE (microns) (cm-'atm 1 ) TYPE (iI~n)(mlt-

C02 V 2  15.0 240 N20 V34.5 1560

V 3~ 4.3 2500 NO Fundamental 5.3 128

03 V 1  9.0 1O.P NO+ FU nd amen tal1 4.3 90

03 V 14.3 18 CO Fundamental 4.7 237

01 3 9.6 350 Ol Fundamental 28480

v ~ 7.6 900 FeO Fundamental 11.5 450

NO 2  13.3 552 MgO Fundamental 12.9

NO2  v, 6.2 14'30 LiC Fundamental 13.4

110 -1 7.8 26 CuO Fundamental 16.1

N 20 2 17.0 37 UO Fundamental 12.9

A, 0 Fundamental 10.4

7.4 EXCITATION/DEEXCITATION AND EMISSION RATES

7.4.1 ATOM1S AND ATOMIC ION-S

Exc:itation by electron impact is usuial ly the most effi ci ent meclini sr. Evenci

in itiicsphcCr ic reg ions whecre thc hox-ions (such -is bnbdh~si.

dupos ited, the cxcitation Occurs pr'imari ly by e luct ronls that have beenl heated

by the. ions. IThe spcieS-. of primary interest arc 0, 0 ,N, and N . x-

c i tat ion of' both tlic lowcr- !Y ving ntast-11 Ie s tat cs and the hi igher- ix- lang

aillowed states, can occur.

Metastable States
(Calculatckd Cros Oetos i u lcri -cttil ad deexcitat ionl

of tI he ;ta stable itaito e oF, 0, 0) , Nand N +hake been reported by

jien rv , - S. Rtercnce -3i.The exci tation rate coeffi i ent s arc thien
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key = 1m r I i' (L) f (I)dE -S

whiere f (Ej is the distributionl function of cAe-treon encric-. uLn ~~svc
to be Maxwellian) and ia is the threshold enorc. Use of the reported

cross sect ions in [(jIlat ion 7-54 leaks to the reslil ts (Refe.renCe 7-3S1 shotwn

in Figure 77

Allowed States

Ac. curate cal cu lat ions of the emi tted power for neuatral 11and ujgly i zied

atoms of oxygen and nii trogen cauet p reseontly be made bcauIse 0, InIsof fi CI~et

data enl excitaltion Cross sectitons. .A r J ci. of the current status of the

-s-.biect of elec:tron excitation of t~1 stites; Can 5e fu.i 1Re'ferece' s

7-30 and 7-7.'dwhre n,) spcci tie dalta Jre wei IiI1I IC, the paS stt ions1

and rate coe:ffici ents for vx i tat ion Of op Lica l ilwe saes

those connected to the tround stat. by 111LosJ radiati xe trjansit ions) arc
uIsea I1 v ha sed onl Sea tonis dij) po 1,] ]p-OX I Tmait 1 11 Re iferenCei:e l t

.7 It) 5o f 1,- 3 1x/
I ee, t is the1 ahbsorpt i on oste ii lIater strIength leefo t h, t ruui t I on I .

aind 'I are th lexcwit ation1 energy and Ci Oct ron tern'' ratture, * S)CI-iCI

to 3, IF) (atomls) and 0. 22 ;ionls) for I. 1 1. :0]r cxci tat iol Ofl 01 thlttx Wi ki iiCt ;C~- YILJh
state no Correspond Ill,: e'1!' i. las1;1 !%(A d.ek i sedu . 1.-t jrit 0) 1 '

* l~i)c po0501 rad io ted C per t 0111w on i a 1I in I ') f c CL? i. t LIe

t ruinsi t i il ii % 'F 0 i t1 -- liuC t!.i)ci fo1 as r opti: 1 i t 1 -u'd

I vns It Ioil "hc101 n' aitXccic- 3
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have, nonetheless, been made (References 7-39, -4)but the results are

not certain enough to sarrant inclusion nere.

7.4.2 MOLECULES ['4D MOLECULAR IONS

Flecct Tran ipnlpact is the mos;t eaimnon cAn.Is for electrmu i c exe i tat ion of

molecules in a disturbed atmosphere. A- meanttoned earlie-r, crUS:; 5eC1 lflnl,

for cxc i tat Ijoil of severa 1 d1 fcrelIt :01 etro1iic states; i1)th Inet ;tst&I ' ic an

a I ;Oidl Of alii mollecleLsh\ t i~ lC'1 mesured inl the laort(~M:W~.IS

,-ol]I ill ijng . LOat a en t he t f! o(efl 1 c i C i CfI)C\' 01' soifle i:and s , palrt i c; i Ii I

for N2  and Nd, 11,A%: also liCeii el1taJ;Led (Refel'eCIcc: -- ;11 By and I ji-g,

h Iow'ever, the data a re sLlitC i Vent IN' i I)lco1j)ispC to ,l' InU00, at ti iS t i :L

.111 dti i i citfe t J ~ Ilf~qi 1. 1 0 ;'t . C.!11 1-10 a Zt 'n 01 frcrt mo'!( 1wl

e;iec s. Ins.tead, thins sctin) I,; de' atec to 1t1le excu~at ion id-. iid :1t ion

ktt-I huuids; 11 tilL i 1.![ rared. ilc'n i!5!a i . 11 i e jt.-1

!vol ecula r coil i.jils) i .;censi dered firist fol 1 I2WL' 11. il)[ --T lierjlla 1 Gui .I)

P! ss>

Thermal Emission

i:cu' -' c'''c i t ;.v .t ii ' ii li ll '1 11(11 I I i ' ' i~ - ,1. 1

L'ja lih lulli Conditions (Bol tz',ann popul itian of c it I iunil t

I' Ii' *%)iij -Illl'' Ii



Lquations >3-, 7-27, 7-45, and 7-6can b)e combined to give the total band

power per cm 3  per steradian in the fundamental:

f 3

IF n o V+ I. V m chc ;c/kI'1I

More generally, in terms; of the integrated absorption coue-ficient S.-,

J.nd -.,l
fund. _4.4'lOt 10 So (watts fl LI- 1 c 1 st or 1V-~

whore v1  V / c 1/ \ , is t he wr x enuilblcr (cajn- of the fl ndamenta;i

hand. Siil arly~, for t ho first ovecrtone lurid,

-1' -P I_______ .__r__ Ir___ -I;(Wd I 1 11 I I 1st o : -

ioiA



h(evv VI
-hv/kT Ei /kT - _____k iiC'hN (1-e ) f -V i v c 4cBekT (7-60)

v *mc2B kT -V VQe Q

Here Q, thc partition function, is defined as

-E/k T

v=0

Equation 7-60 takes a particularly simple form in the harmonic oscillator

flpproximation whhcrc only the transitions I ~ - arc at I lowed in

emis sion, v v, vi., and E, I v.-(l/. hus

r'e'hNf, I (I- -ehv 1 .j/2kT1  e C. k

v -MC2 1BkT [1cQ ~ 'r 2  )

the spectral intensity in emission, I ,can) he found from [cuait iol 7-00 by

app lying K irchoff' s law~', Equation 7-1-4.

As not ed ahotoc, the va 1 uc of kvi N, iot eg rated wec r the fundaw:int'l] hand,

is nearly in ucpcndent of , -mpevr.t~l U. io.- stff ici cntl, 1'small aIovs of

AT the -;aci;. true, for the fi-::t over-tonev ha:nd. Iefo. .. t1
'*

tiire is i icasud, thel shape of 1 a had ilisolipt ion) l-o~idtin Out with rthe

p~eAs in the P and R branches dim iishing sou as to kcep thc areai tinder

ihelII, colistarit. It' the PLanek ftl!ICt ion W' (1.I.Lo;LtI -o -IS) dcws not chlall c

n(~ 1:1i~ 1It( i'ota i fl1.I I '.t I'tht tVL Li V k 11AIRIS 1- 1100 c : ,' Atd tO

I Iv . a cii .s t ~ oI tlt eq Il.g 11 ii i ,;tlt 11, j I s ,I '11)( 1i 1 h, i s t n i

i~~ ~ ~ itP f1.- 7



* Nonequilibo'ium Conditions

!iqi'attons 7-.8 and 7-S9 ,rc based on a Boltzmiann listribution of vibrational

staitcs that rcutquires

f, f I-ct s itic to col Ii '. Jon I i;iiil ing and lvarthlih ne ]xidiat ion zare inT-

ud c-d, however, the Ipen uri on d is tribhut ion is modi fied (,see Se, iocn7.-

- : >L~kX tiltcC cCejitrA' ton, N Of oec1~ in vibratioto i state

Cdt ~ ~ ~ ~ ~ ~ ~~~I t:.iY l ri.Ic : 'jii h Ate Ot 11oro',at iOn Uf the -~~ehN

co lii otis an'! 1%.fl t il Iifd;-icukd and spon talleuows) to t he r of dupopuIa -

t,0o1 b)y I)esni trsC III the hatrmonic oc i Illt or ajpproxi;Iiotion, where

it i 0a) "ue i ) 11; t i: L th 1 v er:n de iensiy ot te - ~i St io

I~~~ ~ ~ 'Id -. S -;oil c icpIc d h

I I I-I Th .t h

7 11 ts e t I onti, t Itl Ia I ilt t detit of ! th adi 'IiL'

t1 1 l ji t .11 1 111h11 1d ;OIt I 1I he Y j jjiI,1-1



correction factor 5, where

-hv/kTV I' 0+'
3 hv

C V 1 0  hC3) AioQ (ehv/kT)(-~

Alo+v
1 a (l-e hv/kTJ

Simi larly, thc power emitted in the first overtone band can be corrected,

approximately, by multiplying Equation 7-59 by 62.

Equation 7-67. can be evaluated for 6 it values for v ~A 1 0 , and

are assigned. The energy density of carthshine radiation above the surface

of a flat earth can he defined as blackbody over 2 -, steradians:

provided an' approximate twavelength-dependent eart h temperature, T~ is

a ssijgned. T1. as a function of wavelength (at 100-km altitude) , .alculated

trom Anding's atmospheric absorption model (Reference 7-45&) , is shown ill

F-igure 7-8. Values for the quenching frequencies, are quite uncertain

for most molecular hands of interest. Pov il lustrat ive purposec , however,

j f values of ~ .eqJual to 1(- t irac- theV gajlS-net ic Co0I S iln frequenICy

are aSSuImed, and E~quat ion 7-08 an I F igure 7-8 are i ncorpora tod~ into Lq-,at ion

7- -, t he resu It i nii %aiiat ou of Jwith altituide is shown in Figure 7-9.

it i w seen t ha~t the enhanc.ed emi ssion due to cartih in ne xc it at ion is

especiallY promi nent betw~een about _0 aind It l() kii art iC~LI f Or tlle

shorter wavulentL''h infrared hanrd:;, In v iew of the uincertaintijes in thet

quen1chinig frqunt1 s owVer', 1 i go rt' --9 shaOl d be coii i dcrtd moire as

qua! i tit ive iidi cit ion than is i qui;irt it Aivec crtin of

M e pover, P', emiitted 1),r moltecule due . to earthshine s.cat tern.l. ailonet c;il

it It . It

V..; W.I.k
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F Nonthermal Emission

Unlike thermal emission that requires an elevation~ in thc temperature for

its enihancement, the nonther'nl emission processes considered below can he

excited wirthout an appreciable temperature risc.. They may prodLICC Signifi -

F cant infrared radiation over large volumes of space, and for long periods

of time.

Chemoiluminescence

il- anl arb i tT'rrv two -body react ion hbet ween spec ies A- anid 11 that formis

p rudaCt Sp) :es c ( ald 1) SUch tha;t C is Vi h!rt i onai lv QX%:itcd:

k .

tic volutme rate of eniiss i oi pci st cad ian in the inii fr ed V'- k banids of

molce ule C isI

Iit' K is th1i ra t c(IC L: oQ fFjLe n t thr tI' 1ea u . io In ILI the Ieea

................................... ' v; :,tV~i

kjl' I-Iit~t~ lI t lot'u - I

("Il 11111 t~ll Of t~ ' Al- 9 Vl Ft;ik~ I0I dC )L'lJS il 1I*

lo l' o f 11, 1.;! i )11.11 1.11 1 - v . 1 t 1"1 ) itt ) ) I ; 1

t i" _i~ l l. I
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are populated equally up to the maximum alluw'd by energy conservation.

On this basis, one half of the available energy is alloted to vibrational

motion. If v is the vibrational quantum number for the highest state

that can thus he populated, then in the absence of quenching, the value of

for the fundamental band iq approximately:

'ofund. ' Vmax/2 7-70)

With quenching

7 T1 At()
Yfund, ' fund. A13 \, (7-71)

Sone examples of roactions that may be chemiluminescent in it nuclear cnviromu-

ment are shown in Table 7-10. Included in the table are valtics for ,L, the

maximum o|eirgy available for excitation, as well as valhues for v mu
TO ,i-
fund. and . It should he emphasized that the values for 4 shown in

Table 7-10 arc btn:;e.d on an assumcd distrihution of vibrat iona l states and

are not xpcrilejnta I!y confirmed values. Indeed, the only laboratory dat ,

presently available, thit for the third reaction in "iahle 71 suggest a

rt IU 1 "i thtt is lr-w , than the one shosn by factors of about 3 to l t
terefene 7-46) .,

11C LL)cCultrations (A] ;anLd Bj ap|enring in Iq'uat ion 7-b9 i .oc n.ral II

I' t", 11't oil S tf tile. Iletermi i t ion , f t (-lct usia l v ii'itai i Is ih c nttitane-

t oI u0 t]. on o c r;ve'l I f i r t- r der nt, I i 11ea I di f cr.ent i n t l I ion s Ic -
11 i.ng th VJIiOLIS Ciht]JlicaI Ien ,t i llls tha inVOl .', the ;pe' 'i . and h.

111t Iatc .o( I I t iclt L, Ta- I (' % .. i h IiI' h 1 l d JC 1 U1 C
t.,., tax I Is , I: v wit h t j y ' , it(III]( ,t' dttIh ' e"s .II thci I tlhli l;llt ll.,

1
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Table 7-10. Some chemiluminescent reactions of atmospheric interest.

RE O -0 fundanlentalREACTION (v) max "fund (microns)

H+0 3-0H+0, 3.3 9 4.5 2.7

N+O 1-NO+0.: 5.5 30 15 5.3

N(:S)+O,-NO+O(3P) 1.4 6 3 5.3

N(D)+U2 -NO+O( 'P) 3.8 18 9 5.3

,N( D)+O, NO+0(,' ) 1.8 8 4 5.3

0#('"S)+N. - NO++ N ( S) 1.1 3 1.5 4.3

N + + --N O+N( 'S) 3.1 11 5.5 4.3

,;0+ +rI (:'D) 0.7 2 1 4.3

N > -NO +0(,P) 6.7 28 14 4.3

9,,-++i) D 4 7 4 3

NO 0( S) 2.5 9 4.5 4.3

' 0. 4 . 3.1 19,33,15) 9. , 6 7 .) .6,13.4,6 .)II

( -D 1 *. . . 1 7 , 1 2 , 9 ) ( 3 . 5 , 6 . 4 . 9 ; 1 4 . 3 , .
L. . .

_ _, 7
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Vi bral1uminescence-

C02 Vibraluminescence

Probably the most efficient vibraluminescent process, in the atmosphere is

Reaction 7-21 involving Vice transfer of vibrational eiiergy, from N2 to0

C02. Figure 7-10 shows the lowest vibrational energy 11,vel diagram for

C0z and N2 molecules. "'he energy of the v rI state of N, iF seen

to differ from that of the (,00o1) state of C01  by only 18 c 1
.Aft cr

energy transfer to C02  has occurred, the 1O 0 ) state of CO, can

decay by radiation to the (0000), (10001, and (;)2'0) states with eir.i~s-

siom of bands at 4.3, 10.4, and 9.4Jj, respectiv.ely. Ilic coiresponding

transition probabilities are desi ;nated as Aj, A_. and % j. Subsequont

cascade from the ()O00) and (0200) sd1 lead to r:tdiation It 13.8, 16.2.

and ISjp with c:orrcspond~ng t-.ansi lion !urobaiuilitic.s Aj, A4, and 1 .

Values for these tranSitIon1 probbi Ii t ic rehonnihl'-]

3000CC4 - I$ CM,-

A2 TRANSFER OF

LAE V16RATION ENERGY

1~O 0 .9 IA, 2330. 7cm
1

2.1L 1063.77 cm

A A 2391

1000 -207 e-I 1 61 B. C c

2 0110

A6

00 06. .

'.h? ~0 G ROQUND T A!f L*) GROUND STA IE

Fioure Y-10. L!)weqr vibrational level scneie for CO P rd IiJ nio 1c u Ies .

7 7i'



Table 7-11. Transition probabilities between some vibrational states of CO,

TRASIIO A SC-)-(MICRONS) REFERENCEI

(0)-O') A, =390 I 4.3 7-4 7

(00,l)..(10^0) "-7=0.47 10.4 7-47

(001(02'0) A =Q.70 9.4 7-47

(02)0(l') A -0.966.27_I7

I1 '~1 0).303) A -r 7-46L

_____ j 13.9 7-4'

4t i o-. t~rfnII 1.1 ( I.qLI~t inn -S III t!,( st I. '-t:I u , i l 1/ Cft 11 05

1110 II1) I '110 III 'X '. v Ir t '0 1 c ~ V:: -. V

tilk I )it 1' 1 k, 0 : i'J to th, _;i t 1 I'm 1*. !. X i 11 ,;- : .

I 1 0 ;d i 1 11 i0' i:

1(i 
-0



r1

I

[C0 2(020)] A +IA3 > (01A 7 5 Ii
The fastest quenching process for the (001) state is the invCersc to

Reaction 7-22. Rates for this reaction, and those for quenching certain

other states of l,: including L010) , can be found in References 7-4>)

and 7-46.

n the aCsence of an' cont inuing mcchcnism for vibrational excitation of

N2 nolecu les, the concentration [NI ii] ij 1 decay exponentially frooaI

its initial value. That is,

[N2(1)1 = [N, il 0c C"- (,)

where the time cons tant s , i s ve' hy

lIqt, t ions - and tU thro gt1h C - ire sat 'lcl t to deteriii 0 'F .- \idl 'A-

Ii p1ilv:ceiicv et' vi We;c fo~r the ,i,:ch ~n. raltes ;i r- is'ro,.idcd.

Vibraluminescence Involvincj Other Species

IL rate uf e.:erey tiriji fro i j) to ilt ,'irtt->ct it v . v, "

,itiilo)sliicric i t et(ti t Jil; Hhi) 111 i; l hL e 'i t-' stet.! . ;ht ,xIZt- %ci!l

ext. vst i;a cd, ilnwe;t':, .,. ; , I i i ih d I t~'i d UKi .ml a : ild,.':- i'd .

T; It.. -1 !.

,- i. t :',I I : W

JL'!~ "it;0-

iw



the cxpression

512)V2 2 L 2d('>~f ~>2 exp 6 (M) (7c I'll 2i

(,-78)

Here, li iS the redullcd collision mass, 1, 0. 2A is the potenlt ia1 range~

parameter, 1), is the matrix clcnicnt for the v to v' vihr-ational

trasition on Ed is tlli energy detect ill cm 1 Sonic speci fi c app ica -

tions of Equation -7 can Lbe found ill Reference 72a

Solar-Induced Fluorescence

.1lc infrare:d lit1 ) omission induIced ill a lioicuic AD B ') a bsurpti of

ultraviolet t M ) o r v i i1) 1 e light ca n he dcs CSrih 1)ed 1) the Q1 pr~c V''SC.-.

Ali* -Ab 11 . (Ukit

As iis.o:i, the s~:h s and trcte'r to olectrion ic anU vi brat ore I

cw i tat i n r(.-neCt i .'C I V. 111 a l Ii pito ~mion i

photonls Nec, 1 ioh)ele ) -

Lhe I-( I' i S tl t I'M el1ro i 1: xc tat i *ll ra te ii is j I I i iI)ilcl (.I I I

pho)tons (.;Ii t t Ud 1111 IV abISO'Ipt oii Q1 ll1rins of Owe I inste ii Vtcli e?

S~t [111:11 illS I t - 3



* where P mis the energy density (ergs cm3 Hz) of the radiation field.

* Equations 7-11, 7-27, and 7-80 then lead to the result

mc V TIMi

whereJ7 cc ,'h'v is the photon flux (photons CM- Sec- 0.

As an example, Table 7-12, based on Equation 7-S1, shows the photon emission

rate in the fundamental bands of A 'O and NO arising from solar-induced

fluorcscencc. q will normally be of the order Of Unity, so the' last columnli

in 'Fable 7-12 is an estimate of T. he power emitted per unit volunie per

stcradi -ni in the V-R bands is then vvn hv

h~v
~fluorescen'e =l

Further dctai Is, p~rticularlN with respect to the W,0 and NO C'1CI Iitlt ionI-s,

CMn be fctind in Referenc-e 7-49,

Table 7-12. Photon (IR) emission rate per molecule from solar UV
11luorescence.

MOLECULE ABSORBING UVI f I~ IR
BAND WAVE- X.+A (photon ,s crn-2  WAV E- (IR photnns

SYSTEM LENGTH sec -'1 ) LENGTH sec;
( A) (microns) molecul&

A-0 -A 2 4800 1.7x10- 400 10.4 0.2

NO X''r--A 2' ?200 -~7xlO z0. 3 5.3 ~6X 10
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CHAPTER 8

EQUILIBRIUM COMPOSITION OF AIR

8.0 INTRODUCTION

The emphasis in this volume is on perturbations produced in air by various

external agents, and the response of air to these perturbations. Nevertheless,

it is convenient for many applications to have available the equilibrium

composition of air in the absence of perturbations. The calculation of

equilibrium properties is simple in principle but rather complicated in

practice. As input data one requires knowledge of ionization potentials,

dissociation energies, the configurations of tile various atomic and molecular

species, et2. The calculation then proceeds according to the well-known

law- of statistical mechanics.

In this chapter we present only several curves showing the equilibrium

composition of air as a function of density at a number of temperatures

(Reference 8-1). For details as to input data and methods of calculation,

the reader is referred to the reference works cited. Fxtensive tables have

been prepared by Gilmore (References 8-2, 3, 4).

The reference density is po = 1.29313 x l(., gm/cm 3 in the following

figures (Reference 8-1, Figures 11-9 to 11-13).
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CHAPTER 9j

THE BETA PATCH

9.1 Itouto

The beta pateh!I is a layer of7 D-region ioniz-ation. produced by

delayed betas.- from radioactive -fission fragments contained in high altitude

(h > o 100km) di 2bz-c clouzds. At such high altitudes sccttering, by air.

particles is neglig;ible, and hen-se, the motion of the, betas is stronC-Jy

influenced by the gu os-.agne !tic field. Thec betas, s3piral -io-'.-n the ld lines

into the atmoohere, whe2re they di-pocit the ir en-ergy in ionizing collisions

with air molecules, predomcinately in the 5C-90 km altitude ranget. Thus the

beta patch is just the projection along- field linu-s onto the- D-z region of,: the.

debris cloud, as illustrated in Fig,. 9-1 .The, radius :*zf &rrat ion -f '.,-V

betas in the gC ,mngfnetie field- ii; uP- the ordercZ 10 soor ' 2'ce typical

debris distributions are tens or nundredsr of-: kilometers in extent, the fact

that the beta- describe he lical rather titan sitraight, line tralectories has3

little effect on the shape of the beta patch.

13
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aliOiJhiIci' A5 a conse(qucaice Of the in-C1case in pitch ail-Ig e, ibetas i i-I

I, ted Onto- '!0 yen C ielId I nt ;i a high a it i td depus it thej r enlergyI V

ait hi i cher alIt itides QTii~~ her as in Ked .,-t u lie 5:f fieI I i no at ra

lowerl altitude. IIi
FI-r thecPC22U, of' the jo.... -.-. n' 2 e' T~cff 0 et" of the--

electr.oins into et. 21; . wlts1L:, Loe AUl Tr11. action 0:' ust -*t

l~dtt pit,1 "qQ Km4. t i" i;1'ieo 9"2 &-rows

because W the 02 a.. f 6 Ate h 1)0111 W;cru: Wn Ouy=

th'iepc , :itlu arc wO oe':u titu.IU.1 4i.'iQ c

nj'- Ffl r 1.02 :Vali l grlsh i s c'c -V 01. rpaelye:t

t 1 . .- L f Lt1'

..............!' vv ;I...................................

k ''1,1403



,ince the Epec'trun. ancd rate of r;liati n o . , actas by fis:ion

fragments are known, it is sufficiect Wor ionizaiion clcu].atio' ito

know the total nwmber of fission fragi.,ts contain:d -ithir: a flu:: tWoo,

or what is equivalent, the density per unit area of fission fragments on

a horizontal plan2 whn the entire Acbris ji::bni.ion is projccA& paa.llel

to the field onto Wh_ plane. This is nn iporL:ant ..... ' ato. of the

problem, .ince the distribution of fission Y' rmnt -, ... % J i:.1].2

need not be known for beta patch ionh:ntior. :Ja. ati iil. to eLculatio,7.

It has al:o the consequence that nelhinL about the lo-- uina. cist:iLitiu:

of fission fragments alorC the field ijnes can "co ivfrr& 'roc r.. -,

ments of beta patch attenuation or ionizaion.

In the foll,ing sections of this chi.:r "e.7 c.sent.ji'

called the basic theory of th. beta patsY. Varioun: 'oml - .t::, :oA! s

changes in D-region ch. -sU, na(nctic fl16 pertuAion, Atc., ar,

ignored here in the interests of simplicity. The detailed considril ,ions

involved in the basic model are discussed, and the results of machine

calculations arc summarized ..r :ccurate results, i t '.s p,. -

calculations are necessary. it is ins tructive, tIvrrticl s o pcr'ur:;i

crude analyti cal calculations also. Those have the virtue oi pravi di i,_j

simple formula> for os, in .mking rom ih cst i it
' - il lii ' ;1],) cXi,>"

the role played by various processes, thus enhancin: our u drstan.

of the nature of the phenumnuA occurr1.,,, Imrthei'mlturc, iii aimct il

calculations great accuracy is solJo'n rcquired because Of the l,:r.e
'I.

u:eert'ai tie, i n e As . :;tr iutio . ".n a" 1 ('',, .do.] lc'".d:::' 1. n']
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exn:i. 5: u!: thi i-a -.,I It in] roo -0 rc'Ic a I, r1Iesilii

calculation:- i.-wsese in Section 9-4.

9.2 Theta hry epsto

The avernoc rat,- of' ene1rg-y loss, per unit l-n-1jth by a Cart electron

AT'E r E r2 2
:_ - r') (F + v' +

2 222 -
- a (2 2l ;ne +

t2 2 4 91

wheru 11 is the a a,,t~j ef alm in the aeil ettra'sc the-ir

Menu-l ;'to:IiJc, 1Iu C nI thrVloCJ ty, Of' i irtt , and7 ic- the me_ Ss Of tuhe

electron. E &e~isthe tota"l ni:ativictie~ energ of . 1_fc~ctron

2
E Lt L- (9-2)

(1 >1/2
2)

c

so~~~~~~~ wt 'ei'eer-I -c v dcnotinc the velocity of the elec-tron.

rfl :tatt n ( i-) is t he Thoi::<ron c ross scc t ion

ca a-l 6.57x 10- (2 ) (CM29-S)

wl!Oi-v in in the classcical electron, VacZluL -CTI Or'l% T

deots ~e; 1tl on:;tin otntalof thiaom which etaeto be,

& 911 '. forair a ca-lculatedJ iron (Q -1) 1 s;ho-, in i .(-i

-'For allI bi t ver-y low eegeoily the fijrst term in the bri'ves in~

1;"-i 1 is 2C . 1i- me.- "Cglcc oL 0 all tlie other tr:lead: to an eirror
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of but 5pei'ccrit for 5 KcV and only about 1 vercent at 50 KcV. 141ith

thi,; approyxintion, and t-_,kirng Z =7.2 for air, we find

JR2 *~[(E-nc 
2 ) 2 (E+mc 2)1-

97. 4-r1 2 2n (eV cm)'
o - c L 2 inc 1 j

(9-4) L

whcrer p io the uir don-city a IV the point ofi' interest and p0 is the sea

levfe atr;uvn-hc2r.-., den 7- y, taken to be 1.29 x 10 gn cm

As a bcta p.rse throufr. t~he atophr its energy decreasc-s.

B1.2cau ; of ti~variationr of atwo-.ph-eric density with position, it. is

convenicent to :e.pJace the length coord, ,;.ate with a ma~ss coordinate M

Civen- by

x

0

We t~hurl have'

uE ida(9-6)

co Llvit-II dcpc'rids olyoni the instantaneous enerLgy of the beta and is

nde~'n' :~tc7:os),;I.ion 21i3 densiIty. TDhc mass traversedi, T1, and the

inz;ta- a:d<uc ojnergy, j?,, are related to thL initial enerpy, F , throughb the

Ciquation F,

rF., d ., 9-7

1':quiticon ( 9-7) 1 ::.p] i,,tl', gi vc: I, u.: a funiction of E um] N,; 1 n

IL'ILi~ p~l ti! c;p~ewioij;a b(. Irnv,. r Led to obtain F as an oxplicit

lur; of :II' m 1, I,, O lb inv.:-r'cin cani~ n fac . bt p(erfurMLod mauJ' 1 ly

C,0



Since dcp, nds only on E, it followis that is 031mpl(:t ly t*r:i.

by hnowl-d~ of F and an~rd can be ruarde6 as a funcic of ~rz

variables.

The muass per uuit artc:i above altitudle h is

T~(h)- f (h1 ),Ili'- p(h) F'(h) g

hf

whur.-. p, ]p, ant; IT denotce donsity, pr-csure Lind at!ozpher,'c scal I.'r"

at1 qLtit-ude IL, while ;dcce the, ac-celcra- on of rra*'ity wMh' if

as~iuir,- to bc constant o-.-r,-r tIL- altitu--e rangef of itrs.Tlie tLotalI aC7 1(2tually trave-rced in arrivin.7 at, altitul-e 1, by a bceta eAn tn~
Ft4mo ;pherc fra abc, and! r-pm a' 1 with constant ni j c ar I..-- . i,

fel j.ch6 o se dip 1 a n:l r,1 e is

h)
sin 9 c'

Thr( .i, r loss pet' unit leijCgtnf, 1, meawure,] ob th1 (.t*-

is
dl,: c. LE (B dr

Ts-~~ ~ ~ ~ ~ - -U" - I . 0

I~ow cuppose that buta:- are be-ing csi.ttedt isetropically froir a

r'' I I t 1. Y1, 1111 t iTi. 1) T 1 i . I, ii ~ ~ I - ' v

diA 1;ti bu i]J i o j'amie1(: 'rj i,( j- ;;u i ii'l

m12n O' (.
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Thk- n thw 1xu.b: t b.:; i Lt 1 per unit area pn-rx :u. : p_-r unit

p.Ii f(oadan;- ) r~c cor.-odirig flux per unit

are:a normal .to -v c d i ,Qction is increased Ly a " actor (,in frgdpoion1

tliz ±ilux by a::7 iv,-nr byv (9-10 ) aniid Jl nt Irat 12T u.:cr th l brn-

tid euJ:' aLirbu-cs

CIV 2sin C 0 71

OP 2sin Li n0, ] s (912)

Thel upper lil.! t On ;-h, sejond ml' u; 'c, 3 is- the c'z.tU;olc

t HaC.:m *-n a: ~ . ~
0

I: I te I25' I;ci that th ;;nzvl tAll, ~ ~ ( 2: ecigP1:jus L-

ccjual to( the(, rov1 -;. o: a l)Jtt.itLIL LINeejyF'Fo - hrfr
0'

wh -rc_ m(n ir lii- vry (l en cjf a bealtl. Fee. . . '. ey

h!r' ...... L±1 r :h a].41lde li, i.e. , the , e..ne2riy for ,Ai-_;cP the rar.,' 01f

~~(v.) -T T(h)I-i

"'lie C!p ':f Lf (912 CdI 1,C. i p 'N1 - n1~ i tfl., 'l )''j -r,' y
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traversed when cp 0, or

Pmin -
(9-15)

sin

The upper limit is the maximum iL a beta .r.th energy L can ponetr:.,0

or x R(E). Replacing cp Wlth by usingr (9) we fin'

a P dE f(E r F, (9-16)
dV 2 sine 0 z f W-1f

o in

Finally, we have for the rate of pro/action of ionization

1(electrons cn 3  -I) (9-17)

where W is the mean enera' -o form an ion pair

W = 33.9 (eV) (9-18)

for betas in air.

Equation (9-16) has been used by Ko nacki (9 - 1) to calculate q for

the beta spectrum of West Latter and LeLevier(9-4) have approxi-

mated (9-16) by assuming a monoenergetic source of bet:v ind neglecting the

variation of dlE/di, with U-. With these approximatioi.

f(F o ) -: 6(Eo "* 1  (0-19)

0 0

OE 2 (')--.. . . . (0- .o)

arid (9-16) beeoii!n
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d , - (~-i)In j(. 11i 6 (9-)

dV 2 RR) sin e

Knapp ct ~1: Ui te I~h~t Thmnihok (9-5) , hvaprxmtd(-10) by

2 -1
acrd-mne a conctrint v'alue of 2 M*ev cm gin for (-d.E/d.:) andc -talinLgf(

to be

-- 2

wherc 'T i-s Vw. kinc2tic cn'JvL7y. 'Fof 6F/2i* indupf !nctnt cif e!c r-/

Etfter a c ' ill thc ulxJir 0of it;riO.Thu result is

d P ~ N: CI 1  ' (9-23)

wher . i.; tho expon-liLiilir:l

. ) -Yif DO-0 
)

In~ th, duvatierun W 16) w acsmiaune that. cv.2r; beta fo1:w:,

trajc~r~With curs,-±nl. pitch unf~,ice ahiLoL,.s a:er;~ ~ a wellI 'r,

rate iyc'n by thceti(-1flJIU1. ' t2r:rfll , the(- (aJLCt.2 Of

vari'u~~tr*.l~froi '.Iuctua tt.ii!! n lv h rztta cl-. crvegy loos havce 1,' 'ie

lfgec'erJ "'.. L31 tl.(! {j Y:Ct- Of' llaii ve~'iig oC-1cu11:tioi

thai;1 Inc Au.j Ulf th ':(' f rnjLtigl1'havc bC2: _ i.L

Ljff'.CtL c)"' 1iit 1 nt''r i iL/ )(. L Y ; 1! to :',eCOLU~t by Lw-) 1? i7

,,,bo huvu ,tdapt(-c1 1eg 11( .:o"~ 'pnie( r otile r resc1tpl1l

MuJtllu nctLrlUj( i*.;r uarr'J'.C'Iylr nto the1L Tire? *,'Ii 012

thL ets Aj aI -- '-r.rict; ~U-11 j!:;t_,ice tra1vQld 'by a 1)21-l

grc~ite r i.I -an thr g' - i ~ :] i p i~: i ijeCti on pci r-I. 'I I-',Lu.i', I

A11



the energy depositionl is grcater noar tenjton oitthuth ipL.

energy loss foilriula wouAd predict, aind J.0 correoponiUly lower ne) the U11.1

of the range of the beta. Thih 1--L the. Cffect oIf Ch.-t~(c4iigu tho Lc~

of d/i.The calculation of Towen et ad. effe ctivuly ; the I tlbe-

Bohexpression for the energy loss with an altered exprestsion obtainica

Thfresults of the variouc calculations have been compared, and

values anfle -jthe, depo-,ito-nl prls forlfto ao typ i fission bea pctr

anddipangesare also cho'~r there. T'pica.] co,!-pari-sors are ;bovri ii;

at dip ar.Cle:- of' 30 and 90 ace sho-wn in Fig,. 9 -5. A: I-- -to be c--pcctc:,

Lowen' E; metho,! tendc to ive la-,;er Produ1cti0" Val t %t high altitudes ac

[lower produon raites- at lower al~ ituJ(:-. The diicrencz arc, rather' _--mil

however, and the e!ffcts_ o' multipie -c-t-terinC, do not arper to be of

great Importance. Rven the assuxnptioii tbat cdxif: independent of' enecrgy

does not introduce lartge errorEs, as can from Fig. 9-4. The accur _cy of

this approxixmation, of courze, c-texi from the slow variation of d1 /dx i.'n

the unerf-r range fron a few h-unjdred Kj to a few* rV, which includes th

energies betas have durin[, thu time the bulk of thiri enemy-, i:7 Lbain

deposited.

J1

9 .3 Beota Patch Attenuation

Iladia and rada.r 'ItA~nLat.-oP thru-l the bf~i1a patch have been cal u] at _d

* ~for various spceial eases by mi ukrwho have compared their ivesult s
'I. - Mta. Nthcr than discuss a]l Of' theCse Cd14LIIatj'U,,
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wo eOale our Wwt 'nt10. hecre to apr.I'h an

resuOtlts oC which are applIecwe to a wiC- varic-ty o:'rcia.ra'c

refer to the, sal cul-tion: fKnlajp t i c. for NO" jl; Zct:c aw '. vm.:-

of both frecnas. d WO;ti ic>ec:!V15 as :1 _th r 2 2 >0

The resualts of' these calculationz for dayt iire and niub tine are

shown in FiGs. (Y9.) and (9.y). mhe calculations are, btased o% theapozatosI

for q di scusnJo in ftc c Kc- c In~n fz im - Pes ror c s> t rs :

from.- these o values zlc solving...........

par-anctc] CI tLut~t-C~jLt ii1 i-vn 1i;ipI-Od11cat ion (s0 Ch. 5.2 1. 'rotz i

s Itonat ions Icc.-re then! toit i),. initegrating the iac.r-crntal at tentai te

coeffi Cients alIong a x err i ca 1i Ib thl01 hr . heh i OnC I h< tore ,i 3sos-i i n ', to

the I'elat,:bngve in) Ch. 5.2 . N~ sptito of tho manyt~ Th 1 1nNioa-

r ions-, the reCStil s ar-C he] jexedl to be accurcito, to within about a aco

OFt tWA, and :ippe: Ir to ,I Ireoc with exper inentci I I:sit Ii to ',ITl tcI If. t 1

Y4A S imple >'edoI 1i bt , Patch A.tten ::tio!.

A I't al 1f at ilutt six betacs per fissilon ire edi ciitL, and1k ob Ilt SJ.\

poei'ccnt 0f rteO total fis,1011 energy apnpears ats beta kineti' icenergy.

121tg2110 MLCI per- fi ss forl, WOL indl aI 'wal bet aC~OF 0nrg of i It

2 McV lc nllIlber of 1a(t as ri ci i ci. w i tb ecieit i leaC~ ter' t ban11 1, t.

t s veo mru17: I I so t Wi mad1 N li A11 C t I xeiet a enwgy i s a '01:o Me\

lie rangl e of c'2M nt I in a i r i s cil'oclt I ''icn- T t11( inc Fam. for

Pe'cth-As'< : 1.t:lic vor t i cal ~wil I '-Irate Lo l 1 U t.]::

;Iu:thit the> iti, t; 'it :~'HcSc ±< JlacId- Ii

to P ii. N. Ic. h(.iu' )..' tblI 1i > -~. 's J t 't

to ' oi-,] 'irO 4 16v;I I-: 11. o
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Figure 9-6. Nightime beta patch attenuation (Ref. 9-5).
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atinos-phere, we ecxpect Uteiflx!:f pcr~et at iozi t.o I about the 40 ki:.]

altitud.- leoe], mid the raaximamx~r ene.rgy de posit!ion to be ins the scat

height above- 50 lur, ith a peak- in the middle of' this region, or at about

53 kin,

As already noted, thie betas do riot f..Ioi110 straight ietl'ajectorf cc,

but NO nr e2 1ra! arMUuu r:reti c 1 a I nun--. Tir n(U., hai t-c"' ''.,-

have two effects; on lc cer'--yd u'po::it. c- pr-ei to. 11irz-.J, the r sort"; ass

per undt NUNti Ltd<Iru'r-c sinc :'eo::cd Q,- ft ofo tar cC ,:y .r

2o 1110 Otdo i;I Um tert~ou. O:::u cisdccsec~X;L

11Lc Lot of' 02 . an 4w! rape -i 2:0,hle no f,~r

is 0., 5,so t-he rn vo:rt.ca] 111"isc d-c ;'ecrc-u~ed3 I..a" 'or

ano L~epr*: 2k in tile ;ry £{7N (82 C 3 1!Z2rorr O IC': -. .'§2

result. is to pILLar:te ,1( pe-al at an of' -~ ~;L.t1 .

alt] tudi: tu< l1mclo 'CV± ~112 o : I 57 01:

anigle Qcgve ri Kr to ftdrot lio 02 po]; ': 002 at lot! aitnr 0' o

,''2 rilb I~i r''"7 Of12~ ' . *

V14 4_v pr) 'I '1I

ii 1, C



vertical r~ange eorresponldingl!y dcecreacc by a factr sir .mu-tn

peak D.- the energry 6wpos51ia:: 'reic far a dip ced e at '-0~ Will be

about 5 lan above tba' for the 900 clip angle ease considered nba-ic, or

at about u, it.

The above etp.4e . of' the enecrgy deposition p2,ofAl are breout

both by let-iiled machine calculations and expert,: c.AJ 6.ata. In the exarnpiez,

of calcul.e3'prin x'i. for dayp ow-Ica C0 :dtO cay

z -g. tho ,1 1-~ -1!i: e :' t2n r± c rc sc-el. to occur utabout

(Can ( h''Iltrv rle'vly : Iti_ I widthV of Gl~ Iuv : Lc m r

h E, f L bo,_t 2' zn or- 3 - ,- cf

Tofpg:lr obta-'' -_n 12 ,t1e ithe of' ii---i: orL ''' 01the It u

hence- the ca ~f 11 01 so la w ~'t,1 cc C-1'1i,,-ao::.'(, Ler '

Atitude''- ir- yi'tr 1  x' ccvlir 1froe el~ts Pro- by

thle 0,t-~ Cc'..nQ O~J

Skit;;re of~ tke i ir decns!,-- '1(. f)Ct I
t

!~ U' n T is:t 10M,-:1 ,'-'1O' 11)--

ttvi ,, i(l -rcduct 94! cltttULo Jofl,1t\ mild cotllijiii il 'ii I '

ccl is:en~ I rrucnc. ca: ~ iirc~2Iv it iair deiis it ' o - ?) I.,.tc..:l

* a~ c pit, 'iiic-ctI '- i i c \rm y l t u 11 i I , . x 11A 1i..I



'fat]:I off rapidlyI belIow.' '35 he'., and the.- coi rliiL-tico a4 1. n-out o!;fn:

thisc reg~i on c:tfoi-:~5~ 'y becgletd

As the basisE fo- a smple calculation, we u fe~-tn a] I cl 'U lu tz

energy is deposited between 5 and S@ R, and that, the 'A-lcx prot: r-.1tic:;

rate a 1-2 conet:2Y5n4 rTII!:fl Te-', r'x~-- e~i

accurate reprcuettatioop of the s!alclllated prof'I ic show: /3

oWithin thi re-pica h- inrt profilevs L-for

to within about 5? pe~r cent, s-o for th-e ro-sof ib1is

the variation '.ith i "l i -L oe

Assurnign t -r- eeit oi tn-_0 jQz'; vcd cen- sket

energy of dc-la'.c). betas d that the rad3iated rower V2!in-.

-- kC-.C YtaY '-4--7

th-e projcin 1-.ctcs'sut r ' -jcI~-''t;W

Then the po-w--' -c-unttls-t

d 2P

where 1. i:: the- \ .-'tiertltnc c Jp e!1nve. .i ac

-o p%]n- ('TCl-h is. t u '-. C<: --o:i

to:~~~~~~~~~~~~~~ -. i4Jhc et~et -- Ii h i-~>jr--i



qz sec~O1  cl~~- (9-27)

where Y. durlotc-o the fizoion yield in megatono, R the horizontal radius

of the debris cloud in kmn, t the time after detonation in seconds, and

vv have t 1onI: a lu,..

The s~ipIeG'P approximation for determining the electron densiLy

result-Ing fromt the ionization rate a is fourX by sol~ving the luni-para-
meter rate eq:uat!-.on:: ir. -L',( qua-zi-equilibriun :pproxirration writh thu

ausurnption of eciuaI rate cont--tants for clectronic arnd ionic recombinatior.

Tn th-fi; appr 'Yinathi we have

N J q/ri (9-28)

N //a Y 1(9-29)

wherr. C deinotes the rccombin'itioxt coefficient, 13 the electroi. attachmnent

coufI'icient rid the electron detachment coefficl~cnt. The colutionc; (9-28) &

(9-29) are obtaiie by setting du. +/dt = dTI/U1. t 0, andj

aa=C( x 10O'7 (cm 3 cec 4 ) (9-30)

The vallue of' 7 x 11Ccin', S Jec -l han been chovrn by Lc.Levicr 1  to tLivc a becst

fit to expericntal data when the a.muriaption r,, =~ ±e :z Cys made.

The n: tewu,tioi proc'uccd by the olectrorif J proport.-;oiial to the

proiiic of -0,cel&.ertron deiiLity anld Lite wisbienlt air- denrity.

cIA 4.(60 x 10 4E 1 cb)j~)(-1

((w) ' + (hj,)2

whu rc- 11 C the ee tron (1en.;i ty (C~II l), vi o the ele~ctrori neut.ral
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co1 1J.iova1 Fxe'Ire J :',~ th. :L[IfUI~I' J W! Uo' 0t ill. zdp1

wave ( rrd i~e ) , and a rnd hi ar, dimulizloi4J :~zC0117trjfil of ordit1 111i-ty.

* )iccron -I on el 1.tioI" llvc~ bc(- J'ti ItI toi. ~jji. i nw2

iLL. vzc. i' Il~y ol, V,(. 1l :/.Jxir~i.JoI t i Jf..d: dL tL 
1

i jI.' l 2'.:t;V: '

x I
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2 (9-30)1

bp2 (3)1

arid hence

A 1. 17 x 10 p dh

Next we a.nun2 (9-37)

whprc H deiiotu., the atmrcp)flric b:~r c!l~iat in lum imC z the altitudJe

movrutxxca pvr from 5 1,m71 YIror. (9-38)

(C9-39)
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The values of one-way daytime attenuation through the beta patch

calculated from (9-45) are shown by the solid curves in Fig. (9-8. No

Y f 2
results are shown for > 10 because electron-ion collisions,R 2 (1 1.15

which we have neglected, begin to become important for such large ionization

rates. Also shorn for comparison as dashed curves are the results of

machine calculations given in ahe Blackout Handbook 1" 5 ) . The two sets of

calculations are seen to give results that agree to within about thirty

percent over a range of beta fluxes that fzpans ten order of magnitude. That

the agrecmnt is so very good is partly fortuitous, in view of some of the

rather arbltrary choices of parameterrs made in derivinE (.4S). N +everthos,

the possible chliv ceo for these parameters arc sufficierntly lirited to preclude

the po~nhI.v .-f ch'-ingre by more than nbout a factor of three in the

recults, and co ',e can assert with corn-i.dcnce that the basic physics of beta

patch formration is correctly contained in (9-45) and the assuunptJons rade

in its derivation.

A convnient approximation (9-'S) can be found by noting that the

function F(q,y) .s uf quite limited var'i~tion for y - 0.44. For I/c >> t(55),

the arg-neit of the firctinGent in (9-44) is small and the arctangent can be

approximated by it- aroJur.arnt, so that

ljm F(Q, ) =. 1 (9-40)
q-

For Vfq << '= 0.44, the arguiment of the aretangent is approximately 6.8

and nd value 1., ari heni'e

u ,lr ],(q, O.lh.h) ,-. 1'2 0 21 (9-:17)

i4 05
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agreament izs riot as close as that found for the daytiri(e attenuation, it

is still quite Good :Ind Coz firul. Uur bQ3e).'f thal tlhe a lcalcuiatior

II coritaAris cor rcc-ly the moit important el ement., of the problecm,

.P -.cude calculations (9-SO) can by further approxlin~tcd by roii

that fo~ 6- 2 x 10, G(ni, y) is of 1AnTrted variation n3 chovnr In Pig. (9-11).

We approxnato G;(q, y) over ito. entirc rarnge by 0.6:5. This value over-

ez.ltirn G(tri, y) for both lare ud :;irnli u: of 0, undunrel.rts

it for Iiintermneliato value,_-. The crrorc _,1x,'~c L Iartc, and iad t

valuen- o1 q r.etusqlly improve -the! -ar(crrinnlt il!.: the VIenfrom the bl-"ack-

out ilunciook'. For m!ll vr ucs of1 q, vrv fco :~tear thet overesi)iii.tte

and at the same tivie oimnplify tbe uppro:ininte ';xprersini stL-131 1furtlier

by dn.oppl nir 'Ie,- y ter.,! ini Cie fi' ;!~ (-5J ith th

approy'.lTnatio11z WC obtfrir

Severn I poinf.: c% I cui I ( from- th i (I:j xi oi4r, rc UI f e 2hc'OWTI il]Jtr. (9- W0)
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as the square root of the ionization rate is characteristic of electron

loss by recombination. In fact, the attenuation given by (9-48) is

just one half of that which would be obtained by neglecting attachment

altogether. At lower ionization levels, of course, the importance of

attachment is enhanced. Even at the lowest levels considered here, however,

complete neglect of attachment leads to overestimation of the attenuation

by only about a factor of five.

When attachment is the only operative electron loss mechanism, the

electron density varies linearly with the production rate. The variation

of the nighttime attenuation as the three-fourths power of the source

strength in the approximation (9-51) indicates that both attachment and

recombination influence the electron density under nighttime conditions.

It follows that the attenuation can be increased by any mechanism that

increases the rate of detachment of electrons from 02. An increase in the

detachment rate can be produced by changes in D-region chemistry, atmospheric

heating, or photodetachment by fireball radiation.

Changes in D-region chemistry can be quite significant in a multiburst

situation. The maximum effect of increased detachment is to render

attachment negligible as an electron loss mechanism. If this occurs,

the nighttime attenuation becomes approximately equal to the daytime

value. The increase in attenuation would then be by about a factor of two

or less at ionization levels important for frequencies of 1 Gilz and above,

but could be by an order of magnitude -it ionization levels important for a

few NlOL.
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It, pito of its dcficiellcies, the basic theory presented in this

r chapter is adequate for most practical puirposes because of the large

unccertainties in the actual debris distribution at late times. The main

interest in accurate calculations is not for making predictions, where

lack of knowledge of the debris distribution makes the prediction semi-

quanltitative at best, but for the converse problem of inferring the d'bris

distribution from attenuation measurements made during high altitude
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ANALYTIC FLUID DYNAMICS

t.-.

10.1 INTRODUCTION

Fluid dynamic problems susceptible to analytic solution rarely occur in ap-

plied physics. However, determination and ingenuity can always produce

analytic solution-, to crucial aspects of applied problems. Study of such

partial solutions is necessary in order to gain an understanding of complex

phenomena. Partial or approximate analytic solutions are also required as

checks on more complete numerical solutions, which are well known to be

prone to subtlc error.

"The following discussion develops fluid dynamic concept:; ,.d formalisms

for those aspects most useful to an understanding of atmospheric and ionos-

pheric nuclear explosions. Areas of inquiry to which an element of formal-

ism may be applied are indicated, and illustrated by several partial solu-

tions to nuclear explosion phenomena.
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10.2 IDEAL FLUID EQUATIONS

An ideal fluid is one in which all quantities necessary for derscripti on are

continuous differentiable variables. This implies that a \'olumc clc:!ient,

however small, contains so man), molecules that statistical deviatials from

thc mean properties can be neglected and fUrther that collisions among thc

molecules are so effective that molecules col lide inv) t inics; in traveling

the width of tile volume element. On thc scale of most human experience

molccules are in fact very numerous and their mean free path ag~iinst col -

l isions is verY short, therefore the nathcmit i cal approxi,-.iot ion uf ain idval

fluid is adequate to describe fluid behavior in regions of fairly smoocth

flow. Molecular effects, genera 11 ly 1. nowii as vi c 1 ffCLtn ; eIf-.s i t

in regions where fluid properties chan-ge nhruptly; vi scrits i'Iir

introduced in Section 8.

10.2.1 LAGRANGIAN FORMULATION

Trhe simplest conc eptua Il formul at ion of' the etlittots of f lii d i,~ri s

obtained by followi ng the hi story ot an e lenment of 'l aid ma- is as it ;movv s

finder local forces. '[his is the most commuion of the ao r~~nfrIatu~

One may derive al1terna te Lagrang ian formui 1t i ots by ColovI 1 in-,:, an lcan

Of nOMMntrIl Or cnerg y but such f01 to iii Iat ii I a i~eirv I y ii ed a i I1I no11t hL

di SCUSSed.

Conservation of Mass

[f tile v.ector 10 repreCsents the init iii positionl Of tL 1!d l~rIo

k thei im t i~ I v I ijim ienvi t lh iit ini ia v . s c i s h :I f1 lii

is 0
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where P0  is initial density of the element. The mass clearly doesn't

change as the element moves although the position, ", volume, V, and

density P, may change. Conservation of mass then implies

dUt (10-2)

or

. V %1 0 = 0 V (10-3)0 0 0

.Newton's Second Law

d2
Since the mass is constant, acceleration of the element d- maybe

written as dt"

where i is the vector sum of all forces acting on the element. If the

fluid has I,rcssurc, p, then the force acting on the elemeit due to the

surrounding fluid is just the sum of forces acting on each clement of area

of the volume.F (\
F = - p(i )dA

T[he si tuation is~ illIustrated in the

Aketch, for convenience let the vol-

time he a cube with qidex of area dA

oriented along the direction in which

the prcs-itire is changing, that I5, F - p(o)dA

)oriented along the gradient of the

, iiriurc, It i cIcar that thc forces, p 1ncreasing

pdA, acting tra.v.rs to he g radient c:uccl and the net force is
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pCo)dA -p(Z)dA = p(o)dA - (o)dA + xdA)

= - -O-5

" 3Z I05

It is also clear that a volume of an), shape can be approximated to any' de-

sired degree of accuracy with a large number of cubes, so (10-5) is inde-

pendent of the volume's shape. The traditional notation for the vector

gradient is ',-p; in cartesian coordinates it can be evaluated as

+ + -

xf

where denotes a unit vec-or along the indicated coordinate. Thus force

from inTr-(nl pressure is

F --Vp 'v , (10-7)

It is also po.-sible to have a body force due to external causes, say gravi-

tational acceleration, g. Then Eq. (10-4) becomes

d2r
S- + ( -S)

0 dt 0

Substitutil,. 1:4. (1U-3) and canceling yields

d2  V + (10-9 '

~q. (10-9) 1 s known ;is the force jjpati on, or the niome',tum equation, since

it cxprcsscs tic coInserv;ition of nonicntur.
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Conservation of Energy

If the specific internal energy of the volume element is denoted by 1 (erg/

g!i then the couiservation of encrgy as cxpresseo by the first law of thermo-

dynamics is

dl dV dQ

wh -rc ed is th net r:'.e at which heat energy is bcing deposited in theTt
xe ,u:c eCement, Li kclV sourcCs of heat are thermal conduction froim, other

porZt ,n:; of the fluid or ,Ie ns it i 3oneissi on of r;di ati on. ior ideii iluids

d. is ta:,cn to be zero. ihe condition dQ = U defines tdiabatic ]notion.
dt
ldetl fluid s tie ret ore undergo ad:13 t c or iFsnt Op 2_iotion. From lq.

(10-3)

go ...... at~ or istnt i motion

'- i t, I,14 !i .  10-'I 1; to l-i ,, :'tt in.1Z dQ -- and v:ucc L :. the I

f,.t or.- %., C, the equatio n of energy con.-rv'a tion is tolild I.' he

d I
diL. di (1 I .''.. ...

Li c t ion of t Ito

.r,- , , I r 'Itc hi- aoui' I;l1 t I s "S, .LlA

1. A fcurt, (counti.c is necuo, to comic') , thi ss*em, in part;ctnIir th"

qo i,- t c .L. ci, r - the ru;,'i.p:i c ,rjpc t , 1. . ,

1 : ,, ,. q I,-13

__ __ -- l- - -- --. ----: - -[ , -" ': ,--,- -. .. ... -. - - .. .... .. .-- ... .. . .. n .. .. ..



1 (Y-1)PI , or equivalently, p a PkT/in (10-14)

with -y constant, k being Boltzmann's constant, T tvmperaturc, and m

the mass of a molecule, although the form of Lq. (10-13) can be arbitrary

provided it represents a realistic adiabatic fluid; for real fluids Fq. (10-

13) is frequently tabular.

The combination of Eq. (10-14) and Fq. (10-12) providcs itsoful simple rela-

tions for polytropic fluids. Substitute lq. (10-14) into Eq. (10-1?) and

carry out the indicated differentiation to obtain

dl
I dt (- ) dt i0-13

Integration yields

I lo(r/; )r-  (10-.16)
o 0

where subscript zero indicates initial value, Sub.stitutc Eq. (10U-161 intu

Eq. (10-1.1) to obtain

p ~o ,*) I I-7 _

0 0

1s. (10-1.1), (10-10), and (10-17) arc tu.Jcd interchian)gc;,hy to represcnt a

polytropic, or y-Iaw g;is.

Partial Solution. nitial Fireball Expansion :

1.1,vei o f'cw fil ts ;id , Ircit doO'll t of r'.vt .v, 011il'. " a. fi ;Id | le ill aI liox-

.Tl i n t~imi t ion to initial fir ehO I expjnire S i Ol I using th14 forrnm l i sm dc\'XlOl)cd to thi S

point. Mec reqn1uiredt (CS arFC:
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a. at very high temperature, radiation transports energy in air much

more efficiently than fluid dynamic motion,'

b. radiation transport is strongly temperature dependent, and

c. the energy in a nuclear explosion is so high that radiation

transport dominates material motion until air mass very large

compared to bomb mass has been engulfed in the fireball.'

Facts a and c imply that a reasonable initial condition for fluid dynamic

fireball motion is " sphere of radius R with initial density equal to
0

unbient and inatiai velocity everywhere zero. Fact b implies that tempera-

ture can be taken to be constant throughout the fireball.

To obtain an approximate but useful description of initial expansion, assume

the average pressure to act over a length comparable to the fireball radius,

H, then Eq. (10-9) becomes

d 2 (Pa-P)
d2 U I_ 1 ia (10-18)

dt, P P.

hhere gravity has been neglected and pa is ambient pressure. Use Eq. (10-17)

to eliminate p in favor of 0, theu Eq. (10-3) to eliminate , in favor of
11 O'jin:g V = 4.:R /3) , to reduce Eq. (10-18) to

d'R 4'11
-i a " PoR5/11 - PaR 2] (10-19)

where p is initial value of fireball pressure. The left hand side may be

mnanipulated to yield

I'R dv dRz dv d: I d
.. . = ..... .. =" (1-V0-20)

it: dt dt dl 2 dR
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Substitute E+ (10-20) into Eq. (10-19) and integrate to cbtain

2 P.o R2 Pa (R3

v = t 2 1 -  3 l -1

where P is ambient air density.

Eq. (10-21) could possibly be integrated to obtain R vs t but is useful

in its present form to obtain an estimate of the maximum size attained b.v I

fireball on its first expansion. The velocity is brought to rest when the

argument in the brackets is zero. If R->R one can neglect R2,/R2 coM--
0 C

pared to I and 1 compared to R'/R 3  to find -

~, It 0 0/p ) 10 -2 2

'ypicallv, fireball air is reduced to atoms (m = )ma and the temerature

at which radiation ceases to transport energy efficiently might be 3000'K

near the earth's surface, or 10,O00°K near 100 km altitude. From Elq. (10-14)

= po.a 20 to 60 (10-23)

so0 a

so

R /R S to .1 (10-24)

so0

The s olution [q. (10-21) represents oscillatory motion. It is very I:pproxi-

nate at all times and not useful beyond the initial expansiolr because t

neolcts ridi -iI variations of the mot ion and entropy chang ing .lt. c:t Ili,; t,

radiation, chemistry, etc.

Hlowcvor, several usefol facts can be learned from it, i ncluding (1) one

should exTeCt some osc]iIz18tion to occur, atid (2) the radiu- it which prc:-

sure equilibriin i s rcaehed is likely to be around three thes the ratdiw;

it the end of the" ra,! i at ion tr;isr:ort pha.se.
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10.2.2 EULERIAN FORMULATION

The Lagrangian equations of fluid dynamics were derived in a frame of ref-

erence moving with the local fluid velocity. The liulerian formulation adopts

a fixed frame of reference, in which the

fluid and its associated quantities flow X

past the observer. TO express equations

in Eulerian form refer to the sketch in-

dicating variation of some quantity of U

interest, U, along the x-axis.

Suppose the valueC Of UJ at Position______
and tx-v dt

x nti:-io is known. Me v'alue x
of U at x after an interval dt

will be affected !hv niaterial transp;ort as wcl i as temporal variationj

LJ(x,t+dt) N !x-v dt,t) + dUdt (10-2s)

where v is the x-component of velocity and the derivative - is taken

in the framc moving with the fluid. Since dt is small it is irrelevant

whetner the time derivative is evaluated at x or x-v dt. If the time

rate of change of I) at a fixed point in space is denoted by the partial

derivative 4!and spatial rate of change of U1 is denoted at fixed time

as then both sides of 1-q. (10-2S) can be expected to obtain

tx ,t) + ;-dt zU(x,t) -v dt + -- dt

* ~~~so lvi 1U3, for the dclv;it ive ina t hc I p Nl- CIov ThCS.it h the fEl i i the

total de 'ti e . in terms of part i al dor ivati yeS, ore Obt ainS

dU L l IL
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Generalization of the above argument to three dimensions yields

dU DU4 ', au~ U a
dt at k, XT+ Y W+y z -zj

at

where the operator v V is defined by the expression in parentheses.

it is simpler to directly evaluate L'rather than use Fq. -'10-28). Let
dt

the volume be a rectan~gle bounded by x~ and x1, y, and yand z,

and zI then

d\ d

t dit. "o-x)(y1-y3 )(z1 -z) 1-9

= Axiy [v z Iv z(Z0)1 + AxAz[v (y)v( 0 ]+ term ill V

where Ax =xl-x3 etc. Since

V(Z -V(0) Vz) + -- Az V '(z ) -'10-301zI z 0Z zz ' z

and similarlN for the, other terms, Eq. (10-29) reduces to

where the dlvcrgenc ? V is defined as the operator in parenthicsis.
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Continuity

From Eq. (10-2),

d dt (pV dV L 0 
(-

Use L1 (10-31) to find

do _p (10-33)

then substitute Eq. (10-28) into Eq. (10-33) to find the equation of

conti nuity

t + V • 1V) = (10-34)

wher, we have used the vector identity

V * (-) :V v "VI.- + - *" ' .(10-35)

Momrercum Equation,

Wri: ig V L d and substituting Eq. (10-28) into (10-9) produces the momen-(it

tum equation, also known as the force equation and as luler's equation.

+V , V = _ ,., + (10-36)
.) t f)

FnerLy E~Iua t i on

Substituti on of lq. (10-28) into (10-12) yields the energy equation

--+ -" • ...,I -1' ,d1T-7

'1 l/ I do
(,, writi! I Ih -- !=  - -7{i- 'Iid us ing Iq. (10-33)dt do

'it I , - - V ( o .s
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10.3 STATIC EQUILIBRIUM

10.3.1 MECHANICAL EQUILIBRIUM

If a fluid is at rest in a uniform gravitational field (or at reast relative

to dry uniformly accelerating fralme of reference) we car ai n, the coordi-

nate system Such that

10-g -gz (jQ-39s

Th-en I.. (10-36) impliCs that unde," the Conditior o m hmmicr cnl-ri librir:

(define2 I) tie condition v - o cv,-ry..here)

XL1" = 1_ and -Q1' = .p. (10-40)

res I, is a function )f on lv

Water

For a liquid :smch as water' i can he re;irdcd as lird .i'cmi cunt of srz-rc
to a first ,ipproximationi, then integr;mtu rq. (l(-.ini to find

he r u j s tit'll> 1? \ ot ",i;t e'r - 1 .'* " ,": - 1 .".,"

"oof

t L -T I . . . . I

, rmtd'. p' s I: -u i.m' ' niJ' si', mc.ii . ., t .i ;v , . I I.: a I :l'~. : l - ,. "h '

a-l]l tax' ClIT " ;il C.,'; '-I'l: t,'Ir 1r ,.u .']5'- -'1

-11,

1:



1-a)r a gat,- such as air we may use :Z.. (10- 14) with v 75 as long as the o

temperature i5s nelow a lOw thousand degrees, then, Eiq. (10-40) becomes

To procecd wc-UU 1 1 i- a- it function o :- alt jtLidc' o 01- tv nt, hc

temm1 ) a hrc,, I f:i a EuQ. lI- ) :1., a t uct ionl of Ait i' o1. Assume 1 to

l-1i-auar with 2

i]i h -I I) :1"L Id p

11k.10ht, H. jz1 1g0-n h,



using Eq. (10-14). Common usage denotes the combination kT/mg by scale

heightor local scale height even if 0 0. For rough calculations at alti-

tudes below about 100 km It is adequate to assume T 220°K(-S30 C) and

0 0 which yields 1-=7 km. If T is constant the system is not only in

mechanical equilibrium but also in thermodynamic equilibrium. For more de-

tailed considerations one must represent the atmosphere as composed of one

or more segmentz using the more general solution Eq. (10-45) for 0.

10.3.2 STABILITY

The condition Eq. (10-10) is necessaryv for mechanical equilibrium but does

not guarantee the equilibrium to be stable. Since in nature (as opposed to

an ideal fluid) some fluctuations are always present we must find out whether

the fluid equations will cause a departure from mecbanical equilibrium to

increase or be corrected. To be definite we will consider atmospheric sta-

bility but it should he noted that the following treatment is valid for any

polYtropic (Y-law) fluid in a uniformly accelerating frame.

A simple approach to the problem is to imagine some element of air to be

gently displaced vertically from its equilibrium position, the remainder of

the atmosphere being undisturbed. To simplify considerations further

imagine the displacement velocity to be so low that the element of displaced

air adjusts itself at all times to the pressure of its undisturbed surroundings.

Since we are concerned with an identifiable element we will choose the Lagran-

gian formulation. Specializing the momentum equation (10-9) to one-dimensional

vertical motion and using Eq. (10-17), find the equation

dt "2 !T- - g .(10--U'

,0'

p
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The pressure is to be that appropriate to an atmosphere in mechanical equili-

brium. From Eq. (10-45) we can evaluate the right hand side of Eq. (10-47)

and find

d::

d g [(1 0(z-z/Io 1 (10-48)

Expanding IEq. (10-48) in a Taylor series for small displacemcnts yields

d z ( - + ) (Z _ I) (10-49)
dt2 T° 0 10

The coefficient of (:-:o must be negative in order to accelerate the

element back towird its initial po<ition rather than farther away from it. .

Ihis requires

- _g,, ! (10-so)

Using Eq. (10-11) to relate the gradient of spccific internal energy to

the temperature gradient we find for the atmosphere

'I l ("-I '/ki ( 0-S1)
d_ , k~-.--~ - -L k

as the conditi on for stability. The temperature gradient corresponding to

equality in Fq. (10-Si1 is known .s the adiabatic gradient (or the adiabatic

lapse rate) because any gentle displacement in such an atmosphere leaves the

displaced air parel in thermal, pressure, and densit> equilibrium with its

surround i ng s.
I

If the tompC|-ati re f.l is ilth intrh ;isin , :lt tid t;a tor th:vu th -li:h;lti,

lapse rate the atmosphere is tnstable against convective motion. That is, it
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displaced air parcel will be accelerated to further displacement leading to
convection. This case is exenplified by' hot summer days when %.jv aij' rise,

in parcels from fields to form "thermals" (convection cell-,, Which hu:,-d!
use to gain altitude without expendi tu re uf 0 ,' and a irlin'. ilot- .

as a fori of" clear air" turbulence; on moist dav.ys the. larger cAl.Is fori,

cumulus clouds. For many pirposes I swu lea" firel;all na)' he rega rded a
an e:,trem.eI , intense convcction ,:cll.

If the t..mperatuLre falls ic..s rapidly th-i thV . iJi:11l. i. I: sc 1.111w

tle atmosphere i i stable and I q. (i,-.49) 1,; ;iii,ple h:Irr.h~rli¢ I,(tinn ;-; a
li A t ion

. A-:. sin(.t4;) I1;'2 F

-Ii

bY. iilitia I Condi t ins of" the ;p 'i' iil'h, t ioi. I1 . i l ; ", _  
,.,I -,. v '. ' I t I ',

SI ,1 fl l ,i ioll ]illt( Ill .  (1 0 -.19 ). M Va :111'111.11 ll"' llill l-y , , ' 1.ilt' l I , ir l

1re rt II(lt'lCr o t i l ) w t-o 1A l . I 1'

I*tllflkl h . ;li t lil i I[". ) ll I i - 'i .n 1,I) ;in j f 
i  

tiI d lii ,i-

WII

.II

! '; il { il ' ,l.P~l '.' :C.i . i.



1ho nbovc' simplified treatment indicates continued oscillation, thus does

not quite provo stability for lapse rates greater than adiabatic. We will

follow convention at this point and appeal to the reador's Intuition to

bolieve that neglvectvd eCIXrvIts; mixing with surroundinlg inatcriail energy

trUIIsfvrred to surrounding material, aind real fluid viscous effects; all

te;nd to Jamp the os'c1illatory motion and thus produce stallility. vust such

effects stabli izv the motion can lie shown caii ly althonqh acculate qu1ainti-

tativu cv:iluat ion le~ formiidublc. onv approach to this problem is illustrated

In the tiaoya'nt fireball ri se model dvi'e I oped below.

10,3,3 FIRST BUOYANT FIREBALL RISE MODEL

A tu:;eful model of fireball rise for low-to-moderate yield or 1.xpllos.ion alti.

tui: ma), ho devel opcd baisud on the Idvea of t rcki lg 'I fireb~l 3I S all till-

stable convection cell,

III s4ct ioul It),2 the firebal wIs reprsCleted 'L- .1 sphere 01 ir Whiclh CX-

IL'aIlLIS ;I)OIlt :1 flCtor Of ; III r~uitiut bi-lore stopping, If' the 4topping raditus,

ItI1 siml I compared to ;I scalc he i,1ht ~Hii one van expct the fi rehil I

to~ reach ap~proximate pri.-isire ueqil IbIritm over it% cilti I esiiltjLce, wi th

ItadlIuII necal' It. Alis will hv ( the C;I';C pFOVided V'X10ii O 1 Ll 01-o II i -

Ltdc. k~ not tio greait.

ILo I find tilL vv~gicoil U1, al IdIt), let I heL iJc tc iitci-nAi e)vr,,)- of A rI

III thle ii tlo fi t 1l-cha II, t heii rinjigh 1

1k1



Substitution of p for I using Eq. (10-14), taking p0 /Pa to be 40

from Eq. (10-23), and interpreting Y iih units of kilotons (= 4.2 10 19 erg),

one finds

R (km) - 4 x 10- 3 (Y/,) 3  
, (10-56)

where t' is in g/cm .

Then, from Eq. (10-24)

R (kn) - 3R = 1.2 x 10 2
(y/o) 13 (10-57)

Using a value of 7 km for scale height, Eq. (10-57) shows that for yields

near I k'r the burst altitude must be wcl] below 70 km, and for 1 MT the

burst altitude Must bv ue~l below 25 km for a pressure equilibrium fireball

to form.

Mile such a fireball can be regarded as in pressure equilibrium, it is far

from density or temperature equilibrium and therefore is not in mechanical

equi 1 ibriun. It will be qite buoyant.

Once pressure equilibrium is attained, it can be assumed to hold throughout

the rise, sio one can treat the fireball as a Lagrangian convection cell with

-z/II (10581) " a e C-S

where pa is ambient air pressure at the burst point and z is ailtittidc

*ibovc bu r: t ;n' it

Ri sing cUnveCetion cells aiC' known to fir with the surrounding air, cas ing

entrained air to helia , iccojie btU Mnt , a '. Ti;' ",'.i h thc 1':' • rhuis the

cell , :tin!:: ma-b; according to
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= 4 u R2 = 47 a R e  (10-59)

,here Eq. (10-59) defines the entrainment coefficient, aL. To make the

model tractable, assume .:L = constant.

The volume changes by adiabatic expansion, - and entrainment at con-

Stant prcssure,

dv v _ .(10-60)d = -s -Alp l-O

T:-

During most of the rise the fireball composition will be dominated by en-

trained air at near ambient temperatures so it is safe to assume the fire-

ball gas con., ant to be cunal to the gas constant of ambicnt air, then,

using Eq. (10-59)

-1 &1 R (10-61)
z~ p dz

The change at constant entropy is

CIZ
Substituting (10-61) and (10-62) into (10-60' yields

dV \

- = +4. R (10-63)
dz 111

•~1 .- (,-II
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Since a is assumed constant, Eq. (10-64) can be integrated to yield

SR Roe [l+k(l-e-

E R0 e S(k,r) 10-65)

where

k - 3 ." 11/1, and E - '' 1 11 -061

y is the gas constant and Rs  is the in;tial pressuru uquilibrium fircball
s

radius, from Eq. (10-22).

Now one can substitute Eq. (10-6.Sl into (10-59) and find the mas,;

I + 0 [--i--(32'

0

- iw.v (4 it .,_,) .-- 3

0
u-here Ni is the initial mnass of dislplaced air.

'Ili,: ratio of fi rebal I dcnsity to ombr i'ciit density c:W.'. tl'-rtLILd ifl nPI 1,1, l 0-6.1

and. to. . - . . . . .

VA 1:1 1

a~ ti-t,-, to h . :

ti ntat I-; I - , In,- , Cad t i
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The stabilization altitde is then

z 3ylih (10-69)

It turns out that about as many calculations are required to seive Eq. (10-6S)

ituratively, as -ire rcquired to solve it b. stepping at constant , then

interpolating for the condition = 1, Stepwise solution has the greata

advaIItine that the constant k and the altitude advance :iz can be rc-

evaliated at each ftcp, thus eflectively removing the occasionally inade-

quate assumption, Eq. (10.58), UI a purely exponential atmosphere.

To Make tISC of thi. model , one must obtain at least one dIata point (yie)l ,

burst altitude and stabilization altitude) in order to cmpirically determine

11 ( typ)ic ally % .0o5 -,A .lL) 'rhcn approximate sta-hili-ation 1ritude and
final miz- fay bc obtained for other explosion conditions, keeping in mind

the rangc of explosion altitudes found above for which the model is applicable.

t Y
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..10.4 STEADY .FLOW

Time Independent Eulerian Equations

Stead' flow is defined to be flow where the fluid parameters are functions

of space only and not time,

0 _ av = ai =-t=t t0 (10-70)
Tt at at

In this case the Eulerian equations are much simplified and become
4.-

(00= 0 (10-71)

v v p + , (10-71)

v RV 'V 10-73)

Having eliminated time as a variable the equations look more tractable but
we still cannot integrate an) of them for a case of general interest and

we would iike to be able to do so,

Our attack will be to reduce the terms of Eq. (10-72) to integrable form,

in particular we will attempt to write each term as the gradient of some

quantity, making whatever assumptions are required as we proceed.

Gravitational Potential

The easiest term to attack is g. Define the gravitational potential

4(I6-74)

4 60



then Eq. (10-72) becomes

p (10-75)• 7•V 17- p + VC

Now one tr'' ') is directly integrable VGdz - G(z1 ) - GCz0))
-0

En t_ha l

tWe address the pressure term by introducing the thermodynamic vari-

ablc enthaIlpv,

l' I i/,,- , (10-76)

which is related to the other thermodynamic variables by

IV = S + dp (10-'T)

where S is outro:p,. ince entropy doesn't changc in adiabatic flow the

first t.2rn in Fq. (18-77) is -ero aod one can write

-I. p VIV (10-7s)

S1i)stitntC JI, (l0-78) into (10-75) to find

° .* 7 (1l - 7))
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771

and only one term remains in a form not directly integrable. One can n:t-
tempt to reduce the velocity term hy substituting the vectcr identity

I-
.. v = >-. - v .. >v-": , I C-80(8_

into Lq. (10-79 , to obtain-

+: ! . - t;i =c) .. '- ( i('-Sl

whcrc all of the ite-b r hae been moved to the left hand side of
tilc CL)!'a: oi l. W,-, ika., ij:. :LrjI 1-l Oi~tAi;C l IL ntvl r I- l tc r.:'- - ) .

'c, , introducing the co: lox n.:-intckrahl, term; on tChe Jn'lt of

Streanri nes

1o Coltil C t ... e1 ' L ,n 7.. m iM'l llJ i I t ctI ' I . Notce that

the :'!I' - - I-t ::: i ' a,.mo I2 r u c w it: a .Ve tor :,; J tw. c
v~i> ..- c iLU..j he t Iii tic Oat', at-,: 0) !,i :i tien *!:. it is. iv. CD::lJD l: ,t

"lc:i c. ti ; er;c'lcm.: a o m,~hl' tL c" cc;c't om i l :1cc-. .;ich .ir ec :F.-

xpIir iT t:,. i I"1 ;,, t o'ii1l l' 'cl'inrIc i\"

"x ". o 4-1 > w; .

jP'' till l'i I,; >4c'c;,:., a tr.,:;.y( :IL's':o tao tm"::,,-l.,r\ ," I "'

Oit tt

-- S

--Of6.



I i l*.'l-Y is s.,2cial i zed to the case of motion alonig a streami1 ine The

grA ert OpeI'iTOr, 17 ')CCOL~es tile derivativ with res;pcct to di stqince

along the ,tr, alninc, ,and the right hand side is zero since it Ila;

., cuo'ncnt al2 aig I st rcamIi ric. -hei Fi (1.ti-SI) heco.i"-

'V G, Ii- 0 1-)

"hiich i i:,eitIv inrte graIic. I)0A .. ;O, IJI iuw',Ll 1) :U h t tI t 0! 1 t01

it i r n t e'rliifiI io Ili

p oil
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10.5 CIRCULATION

We inL'oduce the concept of circula- -.

tion of the fluid

- dr (10-85)

6here the position vector I is

to trace a closed loop in the fluid d(ir)

(see sketch). The direction of r

follows the right hand rule.

Bjerknes' Theorem

Let all points on the locu. of the loop be moving At the loc;al fluid

velo,:ity, then

d- - f • dr) f T- d F -10-8,)

,r%,c wc have movcd t;,c tire 'cr vat i'c thLi Igh the spacC differcntial

operator. The last term is just

.iIct" time l l f I pOefA t' t differciitial :'-lmikI :i cII.. , 7 cm.

5t .st iltt ji, f i i the I (v II ttR u ev iI i cq it iu -o i' oi 1!1 Pt t f t :11 c i c

dt'l" ei i. Iierknc,; t oi'ortmn,

!J,-



Note that no assumptions were made in derivation of Bjcrkne's theorem '5e-

yand Eq. (10-9) and the differentiability of v; in particular neither

steady, incompressible, nor isentropic flow was assumed.

Kelvin's Theorem

Now specialize to the case of isentropic flow where all fluid in the

reg in containfing the loop has thce same value of entropy. Under this

condition we can :-maKe the SUbstitution of Lqj. (10-78) into (10-88) to

obtain Kclvin's theorem,

iY v irtiie of tile kit fierent i;ihi i ty of K, circulation contained within

aloop moving with the material is -onstant in isontropic flow.

\Now ie firi Hetit, vo I-t N

x v (10-901

,iu lk I' Stol,,' s tliicu to 1.1. (10-85) to finid

It I i I

'Ij



- -.-

Vortex

A vortex is defined as a mass of fluid which contains vorticity, there-

fore has non-zero circulation, and moves as a unit through the surround-

* ing fluid. Examples of vortices include hurricanes, smoke rings, rising

fireballs and atmospheric thermals. Wakes formed by fast moving objects

also contain vortices. A number of problems involving vortex motion in

incompressible fluids were worked out in the latter half of the nine-

teCnth century, several are discussed in Reference 2. Unfortunatelv,

Kelvin's theorem is almost the only theorem involving vorticity w"hich is

applicable to compressible fluids. The rosult is t!at wI.ilv circulation

and vortex motion are known to be very important to some nuclea" weapons

applications, there is very lii ted understanding o" these quant i ties and

their implications.
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10.6 POTENTIAL FLOW

Irrotational Flow

Kelvin's theorem i:s the tool required to allow a major simplificaition

in the rioimcntmn equation, Eq. (10-9). For now we assume flow which is

(i) isentropic, (b) has w zu ew-ywhere initially, and (c) has velocity

everywhere diffcrcntiablo in so:.ic region. Then Kelvin's thcorcn .hows

that . remains zero for all time tithin the rogion. Flow. with , )

is nown as irrotational flow.

Now we' can retrace the steps in Iqs. 110-7. through iP-q.) 1ithout a:sum-

ing steady flow to obtain

-,-- '(v /2 * Ph 1) -- v (1.. 11ll -92)

Ve1 oc i ty- Poten ti a l

AIr: flalct icl who;c c1ii- if s;r ,;i; h0 rL, V,,Soiitcd (.,, it! ; . ,i;idi ; I t

01" ,i sLl1 i t I I W; c hL i 1)1lodtice t hC v+'loc I t / t I hv thr-

L'l~at I Oll

v 1-,)ti .1 t i OIL 'I. 2,! i V . I dI

.11

1.)

j....

Ii' i FI I , i i I I I I II IAPO:



r

where f(t) is a function of time only; in fact, f(t) can be absorbed

into 0 and the right hand side of Eq. (10-95) set to zero. We have

succeeded in reducing a second order partial differential equation to a

first order ordinary differential

equation.

ConrontatonwithReality

The potential flow technique is very

useful although t does not approach

the power implied by Eq. (10-95). The

reason is that for many problems tLe

apparently innocuous assumptions (a)-

(c) fail and potential flow solutions

bear only limited resemblence to

reality. We show in Fig. ]-(a) the I

instantaneous potential flow solution
for streamlines about a sphere moving Figure 1. Comparison of potential
fr sflow to realistic flow.
through fluid. In (b) is shown a sketch of typical motion of a real sphere

moving through a real fluid. re theoretical solution has the character-

istics: (1) time steady, (2) no not forces act on the sphere duo to the

fluid, (3) motion is in a straight line, (4) all streamlines are smooth,

and (5) flow is ientropic, The actual motion has the characteristics:
(11) variable in ti:me, (21) slowed down Jdue to net resistive for'¢us,

(3') the motion, traces a spiral, (4') motion is disordered in the wkc

indicated, and (') non-isentropic in the wake,

'rho mathvmatical r..conciliation of this di ,:r cment i.s that interfaces which
VioJLate ; tSSUmption (V') ( Sc unti nuorl s il v ) i:in extcnd through the fluiid

providcd tl.y oi'iginitc on a botinda ny, at which Kelvini's thenrm doesn't hold.

A), so lii obiec t ..1)l't.SLllt ";iLCh .1 bu1tAlhsl*. NiV .1Cc i1l intgr~iti oln lop in

L (10-89) c;ig'i',t , Ind ,trlt( h IIIc ou d:i iI .
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T1he pnysicist looks at the matter somewhat differently. All real fluids
a~re viscouq to some extent. Therefore there is a boundary layer (how-

over thin) around the object in which the Kelvin theorem is violated and
vorticity is created. This vorticity separates from the body at the points

indicated in the sketch by arrows and is carried away in the wake, gradually
mixing with more fluid (without a true discontinuity in velocity anywhere).

Thtis the folk wisdom among most physicists r(.gards this sort of fluid

dynamic problem as a glaring counterexam~ple to the seldom stated, but uni-
versally applied, mtaphysical principle "small causes produce small effects".

Both the mathematiciun and physicist also point out that while a potential

flow solution to a problem may exist it dues not necessarily represent

stable flow. Stability is frequently very difficult to analyze, even for
smnall perturbations, and tho experimental evidence Indicates that some flows

tire stable a;lanst small perturbations but not against large perturbations.

Despite thl; crushing sories of discropancies listed above, potential flow
is very useful for, evenl in case (b) in the sketch~the flow outside the

body-wakc boundary (most of the region) call be accurately represented by

potential flow. Further, in many cases departures in behavior between
experimeont nnd theorY are small omi a percentage basis, thus potential flow

can provide a first approximation. Still, those sinaI) departures for the

-ipibee problem have catiscd spherical cannon ball s to hcconc musL'umi curios] Lics.

F'low sepairat ion and wake% are not well understood at present. Laboratory
evidencc indicatoq that the meparation of 11ow 1% influenced by Lioth
vlscosity of the fluld and tiniformi ty of tilL flow field, thereflore it
: vvm,; likely> that. sci;'r~i~on, etc, wotijd occuri eVoII for an idea I (oln-
v iscoiiy ) filji d. We will devr.'lop thle j)ottL'ili f~lo~w soltion to tihe spli'v
j)Iohi11 ill ilie fol low ing Sect ion Iec;mInI.' it Is4 a liSHrl illJlJOX Imi~t l oll II)

Jir fl(w 11) tile vicillity, of aI rising firchail I and tuiich ujponl viycosity anid
ttui 1 tit H I (!vt ~i I la ter Suctins

4 u9



10.7 INCOMPRESSIBLE FLOW

M~any problems arise, even for atmnospheric motion, for which the density

may be regarded as constant.

10.7.1 MOMENTUM EQUATION

If density Is everywhere const ant, it may be' taken under the .radi.cnt in

ELuler's equaation (O3 and tho momentum equation lritten as

10.7.2 BERNOULLI'S EQUATION AND TIME~ IEPENDENT POTENTIAL

Ni the oft~ i4cons)tilkt th,* iiit ro~lu.rtiLn of cnthal: i.' i 1 .1n'er

ncccxsary to develop Berntoullii's equation, which takes the s irplivr form

V22+ p/i; -z V oist.
r

GcII- a ) to

Lq.(09)IC1C



We can replace the momentum equation (10-36) by an equation involving only

velocity by taking the curl of Eq. (10-92)

These two equat.ions- (0-9,10100 tgehe with the boudar 100)ton

ponnt f vloctynormal to the surface be equal to the normal componentIof the surface velocity [v n(fluid) zV n (surface)].

10.7.3 INCOMPRESSIBLE POTENTIV FLOW

If the flow is .rrotational ., V x -v- 0) then Eq. (10-100) is iden-

tically satisfied and when EFq. (10-93) is substituted into Eq. (10-99) we

find that tile potential satisfies Laplace's equation*

17 1, (10-101)

The boiznd;.ry condition at surfaces now bcvomes the boundary condition that

(where n denotes the direction normal to the surface) he equal to

the normal component nf surface velocity = v (surface)

Adl i mportant p~rop~erty of thle velocity potentialI i s that it depends only on '~.

volocitier at the bounduric-; and not on acceleration. Time enters Eq.

10o-101) Only viai thle veloc it ivs at the boundaries. In this regard we

poinit out thait in Eq. (1l0-98) pressurev i% 1mathemi'ttici iil determined by)

.ikcvlvrit ion via the terr iees of the physici 1 inuterpretation.

I itt 1,aJ'lCid t I)( %,L, I~' oc Y t hy ut (lIt 1.11 ii1:k fot Iiid t hu. 'l 1-111i 0 f I (. j 0

1:1 4 L' - 1.1 It'll
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10.7.4 STAGNATION POINT

F~or a case in which gravity can be

neglected Bernoulli's equation (10-97)

V shows that the highest pressure oc-

curs at a stagnation point, where

v = 0. This will occur along the

line at which the flow separates

to proceed along opposite sides of

an obstruction, the point S in

the sketch. If 1) is the pressure

at infinite dbstance upstream and

v is the speed of the object then

the stagnation pressiire is given by

ps=P+ 1 01 (10-102)

10.7.5 DRAG

A short digression allows an intuitive understanding of turbulent drag to

be gained at this point, evcen though turbulence hasn't yect been formally

ntrodLICed int') thc discussion1.

Eq. (10-102), allows us to write an expression for force opposing the

1) A + 'v' IA (1- 0)

W11I'- i-; t he c r, i5 s(vct io1;i 1 ;irc, of tj1 . Id e t ;luid 1 is Smhilt tal.ti,

' li 1( thaIh l t) %shic~h :1ccoIlits IS l ll t- tji~t that !hk- I ta w h~su

S.1,. ,-,.. I)* II' il 'bl"1 is 1 ''; t Ilau tilie st igmmt i ulu piue'~ me.

'4 721
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Now, in potential flow the velocity approaches v everywhere at large dis-

tances so fast that the energy flux receding from the object is the same as

that approaching the object (see moving sphere problem, Sec. 7.7), so no

energy is lost. rherefore there can be no drag and the force on the rear of

the object, F , which acts in the direction of motion, must be identical to Fo .

F= pA p v f A = F (10-104)r A o o r o

where we know poA, and PO are the same values as in front. v must

also be the same since there is a stagnation point in the rear, and there-

fore it must be true that

f . f ; potential flow. (10-105)r oa

Now we accept the experimental fact, illustrated in Figure 1, that fre-

quently motion behind the object is disordcred. Observed random veloc-

cities at the rear are comparable to, but somewhat smaller than, v0

which is reasonable since it isn't likely that all of the motion can be

randomized, say vr = gv. e wo Uld also expect fr to change somewhat, r

but since f is in part determined bN geometry it shouldn't be a strongr
function of velocity, thus the turbulent force at the rear should be

Ir' P, ,\*iv2 gfr A, (10-106)

illid tilt. hut d l'g f l- v'1" is

w : i t It 7 )
with t~. I(, }.t -

Whcrc the ,I:IL coc 'ticieit . InI hi b an i K Ii ed k hve , Lic of

, ~th c- 01'd .lA' t~ I V V.+' tt~ h (f 1:tI f shm ld I' l ;I .t 'lh. ll ?.l ,t+

,173
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can't be very close to either one or zcro) and CD might be velocity and

shape dependent, since the efficiency of randomization of energy nay depend

on both shape and velocity. These conclusions are all experimentally vor-

ified when the wake is well developed.

The form of Eq. (10-107) is standard for solid objects, with C1  being a 4

measured quantity. It is presumed by many to be applicable to fireball T

motion as well although the value of C,. appropriate for the fi reha I cI ;e

should not be inticipated to be the same as for solid objects. We now re-

turn to the incompressible potential fow problem.

10.7.6 STREAM FUNCTION

If incompressibie f low depends on xi;" tiC, cO,)ld oates, S, N and ,

we can def ne a stream function, ,, hich automaticallv satisfi es I.

(10-99) for either rotational or i rrotational flo . Since I . (10-99

can be written

° " ---,x N + - " l-Insx ,? V V

Wc Leey l)Ced to define siIth that

a n= M d y - '- * i 1 ( - 1 ' } '.
V , J v J

to h1.C 1i. 1 )1 99) AIt 'lr d.

k, si rid tiet (',ili lil wl i Icli iiil'- ";,p :-' w.: i> t tt " i.. ,i . . ) . i:; .

I . -11 11

I%



The form of Eq. (10-110) might lead one to believe that the stream function.
.is more usflin expre sng a 9olution efficiently than in obtaining a

so ot ion.

The Citrati in of a stroamlinp is found I-, substituting Eq. (10-109) into

c onst.(0ll

T hus the ;treM1 Eneit irn al lows ai dose ription of st reamliic. jWboth cn

don' nts of % ol oc it y v via 110. 10-84)i to 'e0 spCc ified i n ;I sin I ca 1:1Ar finc t on'

in ai t ion, pro. emIa) be formul1 ated, as Tproonlems in iont fc Sc a coio-
pdcx variable by combinig Fand K irite ai complex funct ion,

aL - ;kj)Yti';Ut~ r)''; a iincv;li li iop.Y~tI

t 1?,Ij1



10.7.7 MOVING z#PHERE PROBLEM Z

The problem of a sphere moving tihrough r

a fluid has special intcrz st since it

represents an approximation to a rising 1
convection cell or fireball. Adopt a

coordinate s~sten at rest with respect

to the spherc, which h'is radius a.

Fluidl streams by with velocities whicha

approach -WJ' at infinity in any dir-

ection, as indicated in the sketch.I

in spherical polar coordinates thie

solution to Laplace's equation (10-101)

can alwa,,s be written

n+ 1c nP, (cosg)/r (011

ii n

n=--

where the c 's arc constants, and P(cost,., arc Legrendrc polynomials.

One bounda r condition is that i the frame where thru dihstan fluid is at

rest, the laboratory frame, tlt , flow out of thc regio enmust go to

zero ait large distances, that is,

LABIin

c t at ret i r 4

476-
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This boundary condition establishes

c =0 1, n -3
n

-2-

c 0 , (10-116)

and we can set c-, 0 since it is only an additive constant (P-1= 1).

The other boundarv condition is that

__ =0 at r = a, for all e.

This boundary condition determines the remaining constants

c = 0 Ua, -3

c 0 n>2(

Then

c =-U t-5 csJ(1-U o ~ + )(01

-23 2'r

The velocity components, in the frame of the moving sphere, are found

from (10-93),

* r 0 a (0-I 1

rn ?

TII st oundary cndtion n (-d: e iit:ries fre ihn rnstnts
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rI ,1O-120l)-=-r2 sinG v or -- rsie'

which viid

Streaim lines con now be spec ifi cd 1v sc-tit 0 to an;rhtr 'esan

nen sowing Lq 001-21) for r (

Enryand _j~u Ise 4
In discuss ions of movinug sphecre dynamics tlie ki]Iet ic enefrgy' ati inori)'te t;n

associated w it h flir d e xterir to tu s nl'e must. 1)0 t;Akcr; irita) terOut)t .

F~prssL~ISfur these cloawitic-s :1 ye nmost ctenitjclotnii tihe I :0,

frame where .

v=U Cos.- at 'r!0- 122)

If thle fliid denity% oirtsltjc th*.- sphlere i.s hur t k intiecti> of fluid

:cot oil is o11, ii 0I- b) I ruct ltucrait in

- t 1w ; 1 -I i - ) 1-,k !

of the r ex. zst LsO r , j or u I I.- t%. I
11 1 :



which diverges and an angular integral which is zero. The way around this

impasse is to replace momentum by a quantity called impulse, which is d%--

namically equivalent to momentum. Impulse, P, is defined in terms of the

force- required to set thle fluid in motion if the sphere starts from rest.

Manipulation of (10-4) yields

JL d.
dU dU l-l 3

andI the definition of impulse yields

(II dt di: dU dt 1 dL(1 -16

d Fdd U Ud (=0 -26)

Micrc (10-125) was used along :i; U

Differentiating (10-12-1) yields

dP 1 df: 11

Integratini7 yields the equation for jinpulse7

af

2ff

.\s i,,i, staited ini Sect ion n, if tlhe sp~hege i.- I sOliu o1) ec.t ai -wi'kv normal 1>

exi .;t- do),nstr;i;i %N th~ n which! ai potential I loi: soluition is nct apiujicable.

In the c:ise of an ohj-ct with awake, one rnast use bouiid;iry Ceol(ljtions- ait

the houriaIr . of the t(y deteri ne tile cC)ic eri of Ieiccdre poly -

iiodi~~ie J(-ocrilc ie 'ion jaitsidc the ':1-L.[ikI! Jtai ind'icat' thle
steiAllCe 01 a ;:,.c re,~nm ni-sICrie: Xiii Ice>. NiILII .1JLIU

:111a d f i uc h a I - i s , 1' C i IJ1j rt* u et I',A 1 thie v e 1i s n10 r e Is o n t O :l ' eI7



the wake associated with circulating fluid to be similar to that associated

with a solid object. Very little quantitative information is available

relative to "thermal" wakes. - . ... .-

10.7.8 INITIAL RISE VELOCITY OF BUOYANT FIREBALLS

The "First Buoyant Fireball Rise Model" developed in 10.S.3 gave no infor-

.nation regarding time scale or velocity. Information developed in the mov-

ing sphere solution allows a partial solution for early rise velo'-ity, ac-

counting for buoyant forces onlN.

The impulse equation applied to the buoyant fireball after the end of the
exjan-ion stage is

d
P = Fl-9

where P is the total impulse of the system, compriszd of a contribu-tion
4from the buoyant sphere, %7 ~ R3 U, and the contribution ( 10-12S) fromi the

surrounding fluid, thus

.1 d R '[I = F (10-130)

where iLe is ambient density.

Archimedes' Principle

Thc only force hc ng considerdcu hcre is buoyant force, which cMn 11c foun1d

froim Archimedes' prilciple. C:onsider a thin vortical Co11-umn7 Of -ca dA,

vertically spatnning thc 1i rba 11, located aiivwh crc w ithin the undcrdense

r g ion. The net forc: 3r, thzi eleMen-t co31ISt.s Of dz)WW l I*-- !;,, L

amlbi ent pres sure at the top zind] dueC to the ci emenlt Masse plus ail up%%ard
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force due to ambient pressure at the bottom

dF = dA (- Pt - gp a + pa)  (10-131)

where a is the length of the vertical element. But

oadA = d:l (10-132)

is the element mass, ani.. the difference in ambient pressure is due to the

mass of ambient air in a column

(pB-pt)dA = gC"aa dA = gdM (10-133)

Integrated over the entire volume, Archimedes' principle states that buoyant

force is that duC to the mass discrepancy between the material occupying the

volume and the displaced fluid; substitute (10-132; and (10-133) into (10-131),

1: =fd: = gfd g -- .,; =10-13 )

Impulse Equation

:ombirmation of (10-130) and (10-134) yields the impulse equation for a

buoyant sphere

I o .ii 1. _ - )1 fl 1] -(; ,iR 10-1 351

kimation (10.-1 3 ) c:n he co n-iderably simvIli.'ied by noting that: (a after

expansion to pmcs<irc (tequ i i br i tnr, - I" 1, thus can be neglected,

and (b) pri or to trong di tortion of the spherical region no apparent

-an ha .onst ormq) tn R

41

I '', / " ' ,. . .. . . ., . . . . . . . . . . .. . . . . . . -=



Then (10-1-7,) becombes

-U=2g (10-136)
dt

d d- d dt
or, i'eplacin dt t =(12 -

U

Since the spherical buble of low *zensity air has no0 tens': le 1t0c it all

and almost no i nert ia co! :uared to the surr-1oittid in g fl1(1(1, i'n1 wonI 11 excc t

.i. (10-13-) to hold only 'inti Itile fi reaL:(, 1 ilid ri i t Ik L L I I. i Jl jt L

which allows strong distortion, sav R

Theni thc: initial buoyant rist: velocit% shoi:ld be :itt:inedklr i ris of

about a fi-echo 1 radiu]s andJ sani 1 e C ) xp-cted' to 1L' ol on ,Lt

0

Seve-ral efec ts I] boet lle c 0teQd in erin it 1 .1 I
sh ock e:ffec'ts: an,! i:)i t ia1 al l xnIne eakc t Ion (se S c e Ct i I0 I t't Cor

wYieIld "thait i S <> I ILq .(1-3 canl be CxpcCCL'l to be withinl

; I fact or of ibonlt 2of the correct rosaIlt.

A ,10.7.9 SECQ!UD BUT *1N T FIPALL P1% MO1DEL_

I oll t I C Cxca &C~l tI 1 1'. 1C 10 It Cl~r L-!V , ci : tt t I

CA L:1 W 1 l' :I';



r

The reqitired brash assumption involves the entrainment eoeffi- ient defined

Iin Eq. (10-59). In References S and 41 a dimensionml argumenit is presented
6- ~for inon~ i cflo Iach Ids

Afai r amount of dat a SUi!' ort S T h1 S farm t wca a saL'II a"t In at i li

eVent' C'. turns out to lie eel-'s ant. WO will :is.Suire L to be gi \ci 'yv

(10-139) for the cn- e of isngfi rel':1 is despite the novconsranc. of 2A
throug'hout the risc , and iccewt tit vocneae ari blitv 01i A.I

I i d!1

I J a 6 0:

I II - C , dA t4~ ui -. 1 to x IIe ' to ud
0::



q L t . - .........._.= ,:,= ... . - + '-', , - . ,. = 
• 

_ _ . jm J -._ . ... .. .. ' .. . ~ .. ...

Then (10-1-1) becomes

2d) (10.-i4)
(oR')a R 3<,1(i0-1- )

dz
2  

- 1211 j ja 2 a

where "B is defined in (10-53).

During most of the rise c c With this assumption one can integrate

(10-144) immediately to obtain

3 B 5
-'R = As (1-145)

where the constants of integration, A and s, are evaluated by requiring

OR = o s- at z = 0 and requiring (10-140) to hold at z = 0. These coc-
o s

ditons yield

=taniL I O

and (10-146)

gR

,B

where 0 represents ambient density at burst altitude a:d S indicates0

fireball quantities at pressure equilibrium radius. Using T 1-138) for U

one finds

R 0 Sin + (10-iV

At m'ne noint the partial solution (10-117 must fail, surely lI the time

the entrainment coefficient, , goes to zero, or equivalentIy, the mass

reac hes a maximl.i. Since : = 0 is al so the neut ra 1 huovancxy co 0dit i O11
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stabilization should be reached at or, since U is presumably still posi-

tive at that point if not constant, slightly above the point where mass

(PR ) reaches a maximum. Neglecting the small phase factor, set the argu-
ment of the sin in Eq. (10-147) to 74/2 to obtain

-s B

and the t ime required is

This partial solution indicates that time to stabilization is roughly inde-

pendent of yield, and that rise distance, z. is very weakly dependent

on Yieid. Since R Y1/3

Y . "10-149)

Miile this sort of n)artial solution has necessarily been grossly simplified

in order to make a difficult problem tractable, the results do indicate

reasonably the dependence of important parameters (U, zM, 1 and roughly

their agiuds

10.7.10 RAYLEIGH-TAYLOR INSTABILITY

A prohiem of interest , iilliiSt1ratLcd

in the sketch, is the staihil it"

(.! in interface Ibet Iseen fluiids ofI
different densitics P1 and l

when the materials arc subJect to an

aclc I cit i on perpeni icu laii' to thle
j nterface. As exiimplits , the sittution2

can reprcs eft an a ir- water int er ac:e

n a gravitatijonal field, or LitOnalt ion

t ilr)r.': Al" r ,JI h 1 ae e .s ~ c ' L~ c..'



Suppose for simplicity the interface is displaced by a SmalIl amioun lt,-.

froml its equiliblriumn pO-siti:: St 2 0. Wri te the iispla-emont as the reAl

part of

0here k, i s real 1but w ,i econ1 iy x.

Any~ ~ ~ ~ ~~~~~~~~~c s 11 di ~ cmn edcmoe n s ino d)Ii on et si i i

F~~~ to i* 1015IS0,, thu S tr~a t iih IlgOne mi 1 iea"nwrwih Ca rcee-

i zed to a fly shape. lo 5] npIi fv fuar onzsume thec fik~ a 1,h :c~rrs-

-hz--iI In, ~ N '. t

f,1~iha iOU si'~ t; hk! 111 ,-,:1 : I".~ Il t ",j) 1)i .r



The pressure must also be continuous. Solve Eq. (10-98) for pressure toI

p1 ~ ~ p 0~-0 2 2 -gz+ CV z-CIZ .(-14

2 2 2 2 g

q.(10-1 54) CaP 17e ,imi lified bynot-ine that ternis in v are negligiblIe

compared to other termis. Substituting from h(is. (10-150, 15], 155) Yields

o a0  Lkt~vA - a ~y:)- . o -k:+i (k\y-:t,
k e- ka0

00 - (10-15s)

CarTIce1 ii commn~on factors, setting z o anid >alving for y~ ields

= 47 ,(10-) Sol

'PI'e t ime, decnLndcc of tile i nterfa 11o ±t ion is

Itle inipl i t'1 de -'4 di spiaie:!lelt osc e I I Kites i I' On the other li;:;1i il'

h 1 the sti;F et i l.(0-1T iKi11.E inI the imi ilid wi I I

11:1ve 0 soht w n tI he n in. is tjn)J11 xli 1 cl ;ow Xpn01CTlt 6i a] Illi t meC. NOte

thit I iitzer '.aliics of' k (shiorte~r lvaxel em'I.11os ) .jrow, fastes;t. ii is S KnownI

;is the Ii'eh-llritlilt. I it cije< rflat iiv,,l .ise tetorai on



products to mix with air after an explosion. In addition, one should anti
cipate such instabilities in the region of the top of a rising underde..se

bubble, atmospheric thermal, or fireball,

Mechanismis analogous to Rayleigh-Taylor instabi lit ies exist in plasmia-

miagnetic interactions which cause high altituide nuclear fireballs and other

plasmnas to brea up into geomagnetic field aligned "striations" (see chalp. 13) .

10.7.11 KELVIN-HELMHOLTZ INSTABILITY

Anot her problem of general interest

concerns the fate of an interface Z

between two f liis %,hcre ai dliscain-

tinuity occuirs in the tangential corn- 0

ponent of xci ocity. In fact, the2

Raleighi-Taylor jprobleni just dis-

Cussed ;urovtues oneo imp~ortant

example)I Of suIch It situation, for'

the potentials of Eq. (10-15L) produce

ai di scontiini zy in tangential velocity.

mA i uoaICcxm is it cmi shed by w ind blowing acrOss the suirface

of water. we will again assuime the flulids to he incompress;ible, ka I<< I

and without loss of generality choose a coordinate systemF -in which flulid I

mOVeS1 to thle right withloct U as ihidicatcd in the sketch. We agti ii

choose an ;ni tial pertarhat ion of the form Eq. (10- 150). Potentialls whlich
satlsf l -aplae' S euto (1-101) and(. the boundary ,onlditions atlie

positivhe tnt negative are:

C c t iv and C .eI(-I >

Ithe comoloe: tS Of ot e oc't it ol'!a I to the nlt erfac e muIst h ct equal to cac Ii

other anld eo:"' to tilie vclocitv of thle ;iterfaicc. Nolectiiv termsl- Al

ordel ci' -xe have

now •W !



iJ4

~i [ _ (10-159)
-)€ --' and - - U --_ -- -(019

Ty at7 ?Y y at

whcre one must account for the contribution to v in fluid 1 due to then

vclocity U in the v direction, since U is not presumed small. Eqs.

(10-159) allow the constants to be found

, = a C i .;a /k. (10-160)
10 2 0

In tihe unperturbe d ca_ e Iq . (10-98) reduces to

1 p(10-11)

Rfl.neimlwdri ng this and substitating L.q. (10-]S8) into Eq . (10-98) with the

values of the constants C and C .'list foUd yields

.k 1 k) t) t -k)) (10-162)

a lter Cg1ncelI ation of :Com7:on f:ictors and setting 0, as before. Solving

- ---+- - .4 1 (10 -16 )

'I VU,,;11 1t, 1. . 10 (i III id I C tc1t 1 t s I diIL, interfaces sire a l-, V t n -

t l lO ll L' t ' t . I " i v " d. ' I 1t i , 'I, Ir tkI c l' A I l ( " U , K ..

Lid I IC' C t'ft' t t F tIcC tci i I 1 1 1) , 1n ILcccI d j, 111 t,1)i I tv ,otid hI av eU

h c I d I ,I ILI I )I Vk. I I I I ',)ov " I I, i t,n I I C . I:tLc t Of c .is it v

it ' i ut r.idii ci I i ,ll C I i i , 1 11 t il 1, 1,' 1 ti t Cis r I iosi , i ) <CiiC , I

V-" , \ i , l 1 ') r) 2 ' y' . ( ; l t i I .t l l : ' t i. ' h : r I , , w t h r i ' : t e . h t o ,) n o t ] ' i ' o h h i l ' s t a h i l i t ' .
k.g o r I or , 1 1 t, C , I. ' I l ie ,r, t fhc 1%] t lit o o : di ,1co t ; 1)t 1 1n

IL CO , CI I )IW. - C Yv t,, I I t 0. I *;i Io r O t O f A L o ;|r ic , t 11. 1i t V i

,I fI

, m~lJ-



p vary continuously some unstable values of k always seem to occur, at

least in those cases which have been worked out (Ref. 10-5), bat thc range

of unstable k and the growth rate depend critically on the precise form

of the assumed variation of P and of U. In cases woiRed out to date,

the form of P and U variations have been chosen more for mathematical

tractability t1han for physical reality.

Chapter 13.4.2 di scusses the stabi Ii :ing ef'fcct of -ravity onl tile Kchinl-

tiiImo It: instabi lityv. One can confident ly expect the Kelvinl-1i lho It z

instability to aid in the mixing of vxpanding detonation p. Oducts with 'ii r.

It is also a caadidatc for produc-in- mixin- around the cdgc of risin-

fireballs, cunmulti clouds, etc.

-T
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10.8 REAL FLUID EFFECTS

Real fluids are composed of discrete particles, atoms or molecules, which

individually obey the laws of relativistic quantum mechanics. For most

cons iderat ions (but not for supei'fluids, many astriophysical pi-oblems, and

some nuclear weapons problems) it is a good approximation to neglect

relativistic and quantum effec-ts anti treat each molecule as; if it obeyed

Newtonian mechanics.

Even so, each snail voUlumel Clemnit may contain a great number of particles

with a variety of velocities and an irregular spatial distribution, far too

many to tempt one t-) solve the equations of motion fur each individuial

mol culIe. 't, ideal fluid approximation treats only the average of mass

density,' niomentunm densi ty, and energy- lonsity, thais roeglccting enti relIy

the di-screte nature 61 matter, The next stage of sophistication is to

introduce effects on a molecular level, but treating only the average

of qlaantiti es such as molecular interactlin len[gth (Or Inean free path),

1!i.1 ccIii r speedec In th i- ,av add itional] terms are i nt roduced i nto~

the fluid eCJLuat ions whi ch deScribe ai 1I st a;'proxi;it ion t(, rel Ifluids,

A number of atteimpts at further sop1hiStication have been dovi sed and

sonic arc 'silc in (hipter 12. Thec first, \'S cf1Luid, ap-)rcxi-

mnat ion is :once:pt-,jilly si ra i,-- t (orzard but suf -i ontly complex nathcmit -

ica Illv that tensor notation rather than vector notation is n0cessaJry to

alI lot; tiic equations t.- he p-osented in ai legible, albeCit Ceet i aIlI\

intrac table, formi. Accordinigly the disc:ussion here %,ill1 be Iimited to a

ph jwllvSOUhIJ but mahna c ~A:.pitxi mat,- dtii tion of the terms

10 h)(- addedCL 10 t heeqiit i c'm- anl dc-a I fluid, foilo"(>ed h\ t leat::-

of sonic 011-:11 -tIre stra lfrwardl
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Basic Physics

Let Q be the mean value of any

quantity associated with molecules

and suppose Q varies with x as

illustrated in the sketch. One

may imagine Q to represent thej

mass density, p, of particles of

a particular molecular species,

the momentum density, f.v, or the

internal energy density, C IT

where v1 is Mean Molecular velocity

of thermal motion. On the average, particles have the value

of Q appropriate to their position, x, Random thermal m~oti on ciiuse-s

about half of them to go toward positive- x and half to go toward nega-

tive x. They go _.n averag,,e distance X\ at velocity v, beforL- eui-

librating via collisions at the new position. The flux of Q passing

position x from lower values of x originatei at x - and travels

with velocity v.r

where the factor of 2' .1ccounts for the fact that half the molecuiles It

position x - will go in the opposite direction. Trhe net flux past

position x is the difference b~etween F_ and a similar term dtie to

material originating at x +,

A I: - - I: -~ V*r Q(X-~. -Qx . )

2 vi 4 - X ~ Jr-(015



Eq. (10-165) describes the flux of any interesting quantity down its gra-

dient due to random molecular motion. The correct forms of VTX and

accepted terminology for quantities of most general interest are given

in Reference (10-6) and su~mmarized in Table 1.

Table 1. Viscous Effects

Name of Form of

Process VT. Coefficient Flux Term

Molecules Diffusion D = ( ('2)) 1+m2 D ,

Momentum Viscosity T Z - T v
64T

Energy Conduction K = 75-<

All formulae in Table 1 are for molecules which are rigid spheres, D

is for a binary mixture, k is Boltzman's constant, m is molecular

mass, and T is temperature, a is. collision cross section, and n

is total molecular density.

If one is interested in the building or depletion of the density Q in

the vicinity of x imagine two surfaces located at x + dx,/2 and

x - dx/2; then the volume element of area dA and length dx around

x at t 4 dt contains

Q(t+dt)dAdx = Q(t)dAdx + F(x-dx/2)dAdt -FE(x+dx/2)dAdt (10-166)
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Expanding in Taylor series and cancelling the common factor dA yiclds

( F
Q(t)dx + dtdx Q(tjdx + F(x)dt L dt (xt 

3tl dX~d +F Lx L4 (10-167)

where the designation i implies that only molectlar effects are being

consi£dered.

Cancelling, then substituting fron Eq. (10-165) yields

;,F ( 3R)  tlO_16S)

iWe vil, no procccd to devcolep the IFulerian formulation of the fluid dy-

namnic equations including viscous ci fects pr(ra.Vltory to applyvivg them

to some basic problems.

Diffusion

To account for molccular effects in this approximation one needs to add the

three-dimen-sionll fo rmi of Iq. (10-168) to the Llu;tion of cont inulity (10-,;4)

i t Ic LIfIU iS coIOsCL f molcti les of Ji ffcrent t pes (say a liJxtirc of

neutros a1S ; iid a ir) to obtai I The i it t o i '10I '. iT- p I'- ,

+ . w [i ONr INUIYj (10-1690

~henv sulbscript i lahubll the fluid cons. lItocot of interest; ,ote the dif-

fosiol, tell is nOt nccessmrv i" enly one si;pcc s i s ent.

mll-W



DII

t1 V - I - V v+ <'.T , EEG](10-17-0)

where <c is the coefficient of thermal conductivivty and T is te-mpera-

ture. For a polytropic gas, from (10-14)

where m is the mass of an individual molecule and k is Poltzman's

Viscosity

In tile case whevre the dyvnamic viscosi ty coefficient, ~,is constzint

(not too bad an approximation normally) the momentum equation rl0-36) can

he written (Reference 10--,)

Where tic Second vi sco. it v c:Oeff i out ,a ~ccount s for thle tempiora I

dela- in reach i ng I OCaI em iii hbr j ti :it the not'., In1c of (fr1o:11 i (10-3
- d:~/dt F ireq~uent ly fluid- CQii te qtiAiikvcN~ ;rdt h

c:haracterist ic time of the notion :ind is iteelh Ihl at iny rate we wil1l

ne , 1ot -. itn tie oIIo

For inlcollire ss i ie i o-w, ILI. I ~-I2rdcst')

-~ +~



7

where v r9/p is the kinematic viscosity.

For irrotational but compressible flow Eq. (10-172) reduces to

v)v =--'p + g - (v)[MOMENTUM, IRROTXINL l-4

Since molecular forces will always cause fluid molccules i-umIcdiatelv ij-

jacent to a rigid boundary to adhere to the boundary, the boundary condi -

tion imposed in real fluids is that :aeth normal and tangential componenlts

of the fluid velocity be zero relative to any rigid boundary, rather than

merely the normal component of velocity as in an ideal fluid. The new

boundary condition can alter the nature of the mathematical soIlution to

a major degree and is a sufficient (but not always necessary) reason for

the existence of wakes behind solid objects.
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10.9 SOUND WAVES

Wave Equation

The Eulerian equations of hydrodynamics can be made more tractable if the

assumption is made that a weak isentropic disturbance exists. Write

0o '' + Po , I I +' I (10-175)

where p, P ., and I are constant and assume the velocity u is small.

Substitution ef Eq. (10-175) into Eqs. (10-34, 36, 38) and keeping only

first order terms yields

T' 0 U = 0 (10-176)

u p' 0 (10-1771

-- - ? • u -- 0 (10-178)t 0o

where g has been neglected as being uninteresting for present purposes.

Since the flow is assumed isentropic we can write

Vp I .;o 2 Vp' (10-179)

where the quantity c, which will turn out to be the velocity of propa-

gation, or sound speed. is defined as the -square root of the rate of

changc of pressure with density at constant entropy, s.

For a polytropic gas, from [:q. (10-17) and (10-14)

- _ - ykl" (1}- 151)
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The following treatment depends on compressibility of the medium; we

might have assumed something other than entropy was conserved in the

compression (say, tc-,.rature) and proceeded; only the value of c

would change.

Substitution of Eq. (10-180) into Eq. (t0-17- vields

-, .2
t 0 (10-182)

Now the pair, Eq. (10-176) and E'L. (10-182) involve only u and O'.

[Differentiating Eq. (10-176) with respect to ti';,c yields

' . 0 (10-1 3)

Now substitute Eq. (10-182) for the term in u to obtain

0" . (10-114)
4t"

Eq. (10-184) is knotn as the wave equation. For 2le sy;metry in one

dimension (no y o" z dependence) it becomes

-- - -c -- = 0 , 10-1 85)
t

wh i ch has solutions, verifiable by substitntion

' = t I x-t . x+ct I., (1O-1S(,

,-
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whore f and f 2  arc- arbitrary functions whlich are differentiable twice

and sinailiccn e to 1 .0. Integiatil, iog j lU j(1-19) sho':s that

Wt(1 tICTh ulit ion Constant mist re :0c I:gt Onck v 1hn i p1
0 0

SLObsti tilt ionI of Lq. (1-3)j tOv. ( U)-] n) shlows tht te wD

ttoulbtj n aliso ones - the walve Tnu n aoh ,!nthIQ ua inIc

diffc'cto~ Li1 (018 j. '~'c to ),.I Fli 'o~ 11a -o 7 ).

thenl S~hSt itt' *IC !e -1 - (10- 176) to find tuat' chcvs 1!A I t Ce Vm u'av

on.Irn] 1q+ !"i.'n 1)~slVtln

Ct N

whlore t he 't(,,ca.) be c ' i Iod ' 11,1" i * Out lie x mdl

fk!CltI t r . 1' t 1

I ( )t

:;



ideal compressible fluid can always be decomposed into two functions fl

and f2 which propagate at sound speed forward and backward and are un-

changed in form.

Characteristics t2  v-c

The results obtained above can im- C

mediately be generalized to the

case where the fluid velocity is

non-zero. If the fluid has vel- t

ocity v, not necessarily small,

then simply transform to the

coordinate system moving with the

fluid velocity v and find the

disturbance to travel with velocity x

v±c. From the sketch it can be seen that a point at (x,t) can only be

influenced by conditions existing at positions within the shaded region at

prior times and can only influence conditions at positions in the shaded

regions at subsequent times. Lines defined by the characteristic prop-

agation velocities v±c are called characteristics of the motion. The con-

cept of characteristics is particularly useful in supersonic flow problems

where characteristics allow one to restrict attention to the limited region

of space capable of influencing any point of interest.

Effects of non-linear terms in the ideal fluid equations have been neglected

in the foregoing as well as real fluid, viscous effects. Viscous effects

are important even in the linear approximation, therefore will be treated

next.
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Attenuation of Sound Waves

To find the wave equation for a plane sound wave including viscous ef-

fects write the linearized form of Eq. (10-174) to obtain

-t -- O 13X 3S' 3 xx -  
(10-191)

wheie the partial derivative with respect to entropy is necessary because

viscous effects are i r2vrs i h 1C, therefore the disturhance is no 1on.er

isentropic.

fhc entropy is found from its definition

L"I
ds 7 -70-192

where the .ynbol, , implies a differential irreversible change in I.

From the equation of state, Eq. (10-i4) and Eq. (10-192) we can evaluatc

=j 'P A-- =(")T 10-193)

The only irreversible heating term is that due to conductioTn in lq. (10-17)

therefore one can write the entropy from EIq. (10-192) as

s fdt( - - .. : " f 0-l9l

Now make a seoucUCe of substitutions; replace T with I from I.q.

(l0-1- then. since only the perturel. V..rt ji. of 1 has a oradient,

30
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substitute 1' for I, then use Eq. (10-190) to replace I .ith e'.

and obtain to first order

..2 I C 1) ; 5-,c

I D.O 0

Now substitute Eqs. (10-195) , (10-193), and (10-180) into Eq. (10-191"

to obtain

t - . ( 9o

where

- 0) -i -1

S'0

Piifferentlatc Eq. (10-196) with respect to time and diffcrentiatc Eq. (10-

1-6) with resnect to x as before to rep1ace the ccod tern on the left

of 1,,. (10-196) ;ith a ter. in i, and o!t:iin

22 2 -
". -- 3( 0 9

In ordec to iritc lq. (10-19S) in te~i s ot ti onil;. e note thai o fii-st

rder in -- ajJ 7 omrn L. (10-196) so IAi. 10-1)8) can
0

" \,.rit t c

j - 2 *"~~o

-. 00-
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where we may insist that w be real and search for an attenuation term

in k. Substitutc Eq. (10-200) into Eq. (10-199), carry out the indicated

operations and canccl terms to obtain the dispersion relation

2 22 I i .)k 4c~
2  lk .+ -v) (10-201)

Solving for k

k (10-202)

or, -inc,' the nasi c f ti, i d emizat ions are on Iv meaningful if .. <<

(the ,avclcngth is long compared to a molecular mean free path),

k =c • (; +-.) (10-2031

Finally, the Iavc is attenuated according to

"'(x-Ct )
Li I C 0 C c (io-204)o4

We ul-'.c that the case j 0 reduces to a forin equivalent to the

ideal fluid solution, but that real sound iwaves are attenuated at a rate

p)ro)0r't' 0iillI to the Sqita re of the ir freitency. Thus a noise conaining

high 'lirekqutlj iC-- s lsch as thrilindel or an exploslol is heard Lit long distan.-e;
a: i '. ) cli e~hd ruomblc.

b03



10.10 BALLISTIC FIREBALL RISE VELOCITY

The buoyant convection cell models developed earlier are restricted to cases
where R. is much less than I. If R is much greater than HI the fire-

ball cannot approach pressure equilibrium over its entire surface and one

must anticipate a very different type of behavior. Landshoff developed a

simple partial solution for this important case which can now be presented.

Prior to expansion, pressure everywhere in the fireball is assumed to be

some constant multiple of ambient pressure, given by (10-23),

p = oe  (10-205)

Initial acceleration at some point inside the fireball, obtained from (10-9)

and (10-205), is entirely vertical since no horizontal gradients exist,

d2r dv 1 ... (Pa. ... • t - ' . p - g; 1 , , - ( 1 0 -2 0 6 )

a

But the ambient atmosphere is in hydrostatic equilibrium, so ambient pres-

sure Tust hold all higher air against gravity

P dz = g 11 c" (10-207)

Substitut ioi of (10-207) into (10-206) yields

dv ,

dt"

In aidition to its remarkable simplicity, F(. (10-208) holds truC for any

point inside the fireball; all points within the fireball will be accclcr-

.. w... ....i t) , ln -o ,- tant value un i I a ral'efaction wave frol;i tile

expanding surface reaches them.
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In particular, air at the explosion point will accelerate for a time

k /C (10-209)

where c is sound speed inside the fireball. After time T pressure, thus

acceleration, will be much reduced. Then the final rise velocity of the

central point, which will be near the average velocity of fireball material

is

V gRo/c (10-210)

From (10-14)

Tm kTm.- o~ o ll
2 0 (10-2111

- ,m kT M
0 0

Using (10-46) to replace ambient quantities by 1i and (10-181) to replace

fireball quantities by c,

c
2

.= -- - 10-212)

and
V1 o_0'-2 

3
VB ", II

Clearly, when it II, the fireball will have risen .o ,uch during the time
0 

-

required to expand to R that ambient pressure %,;ill be too small to stops

either expansion or rise. Such a fireball will follow a ballistic trajectory,

freelI y CXpanldiTrg and cffectivxCly subject only to the force of gravity until

it falls back into tc altmosphere.
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10.11 SHOCKS

Formati on - -

We have seen that in the linear, small perturbation, approximation a dis-

turbance propagates at constant velocity, c, and is unchanged in form; and

that in this same linear approximation viscosity effects cause the disturb-

ance to decay. A generai rigorous treatment of the full non-linear equations

is beyond the current state of mathematical science. Hlowever, a plausible,

approximate, discussion leads to correct conclusions regarding the major ,%

features of non-linear effects.

If an arbitrary but partly positive dis- ,
turbance of length L propagates to the P

right as shown in (a) of the sketch, any '

of the properties, u, p', p', I' have (a)

similar form, as indicated. Because theL"

internal energy varies, sound speed will
U

be perturbed by an amount c'. This means of

that the most extreme positive portions 0

of the disturbance propagate faster thanb

those with lesser values. After a time

long compared to L/c' has passed, those x-%ot

portions of the disturbance which propagate fastest wijl be at the leading

edge and those piupagating slowest will trail. The shape of the disturbance

must become similar to that illustrated in (b). The leading edge of the

disturbance will form a discontinuity, known as a shock, tr 'ing faster

than sound speed in the unperturbed fluid. A similar ar.ument shows that

the leading edge of a rarefaction disturbance (all negative) must travel

at sound specd and must spread.

Limit on Slope

A n order of maiyfltude estinate of the effect of viscosity c',n be obt:iined

5O6



from Eq.- (10- 174). Si nc L! cp /,I;, from Eq. (10-189), wo can approxi-

mate Fq. (.1O-174) for a plane case as

t- D fit (10-214)

Clearly, the viscoils for-,ces (second term on right) dominate the pressure

forcos (firt tern-, on right) when

- - U(10-215)

rhiiS WC 13 ec Lhat viscous forces, wi]l1 prevent the fori-uition of gradients
sharn compare-d to the m'oectiar mcan free path, A. It is Comforting to

find the inthomati':ail --.juations, Nieldi ng tlhe intuitive physical ansl,,r.

The most important chalracteristic;s of

Ehock!: canl 'it: found by cow-si derin a

segmeont of the shock fronit which is -

small Compared tre theile of thle

di, turhancc b ut lai ;(C compa~red to a V ,- it-"

no iecil 1:. liei free iith, .Fr

thermc'ruV we cOnidol I timv ilUtevl'V

shiort comparod to th2 tim~e scale 0",

:t 05m to COPnSiJor the shlock v ,D,

,o p imi o anid ft irtheir to consider____________

til.1- :otdi tiow artsik ahad n lihi id the

s;i It, a irLe in j forin . lWi t hout loss otf

euivultvtransform to a coordi--

litv t e esi c!. mo i tt tile cti r ent .- , (cd

oft w Ii <tc . i I lie Ita.v i Il~ i', 'n :t 11

qlualt it I, ,'IIIa he lpreslnnd to be cowtalt wii hii fin, as; shown in the -Ke tch.

Yc1110 "o l t n i~ he OII Ii n- h4' r

ho ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ :; hetj oii o~,a ikac , o ~ti

r"O



down the Eulerian equations (10-169), (10-174), (10-170) in the frame which

moves with shock velocity C. Write y = x - Ct, t = t, u = v-C where

x, v are lab frame coordinates and y, u are coordinates in the moving

frame.

then

3 3V 6 3 a't y a - -(10-216)

The equations become

0 "=' + ( ") - C + ~-[ (u ;)] = u ,(1O-?l')

since we need no diffusion term. The momentum equation (10-174) reduces to

Pu 2 U (10-218)3y 3y,2

and the energy equation (10-170) becomes

; L] L--T  = p U .- + (7 L (10-219)ay1a a y 3N1

The first jump condition can be immediately obtained from Eq. (10-217)

O _u_ = Ou = 0 U 0 constant (10-220)

With this knowledge all combinations ou can he set to a constant. Then

the momentum equation (10-218) can be integrated to obtain the second Lump

condition,

-' + 7- - _O,10 PP0

S 3
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The viscous term has no contribution because u is constant on both

sides of the transition region. We rearrange Eq. (10-219) to obtain

P (pu) + u + -- (K 3T (10-222)

NoW substitute from Eq. (10-218) for -k to obtain an integrable equation
ay

al (u - Po Uo a u2  4 a2  a a
o(pu) - 0 a - u + a (LT-) (10-223)

•2 3 Y ya

or

0 u 0 -0) -(u -p U 0 0 (U2 -u
2
) (10-224)

00 I - _o o - 0

where again the viscosity terms do not contribute outside of the transition

region. Eqs. (10-220), (10-221), and (10-224) constitute the shock Jump

conditions which relate changes in fluid parameters across a shock. A

common specialization can be written by assuming a polytropic equation of

state, and transforming hack to the lab frame by the substitution u v-

For v = 0 the jump conditions reduce to

7- v" (10-225)
o y-1 +2/M2

(1-l/N2 ) (10-226)

p - (m 2 -1) (10-227)
p o (y )

* where subscript o refers to conditions ahead of the shock, subscript minus

to c oditions bchinJ the shock and thc Mach number, M, i.; defined as

the iatio of shock speed to sound spued ahead of' the shock
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MEl- ;/c ° _ (10-228)

Irreversibility of Shocks

An interesting feature of the derivation of the shock jump conditions is

that the viscous terms, in r 'I nd ,, could have been dropped from the

treatment and the ideal fluid equations used in the above derivations if

only some sort of transition region ere assumed, even a discontinuity

would serve. This circuwastance led to an interesting historical contro-

versy since in fact the iumnp conditions were originally derived from the

iJeal fluid equations. [he controversy stemmed from the fact that equa-

tions (10-220), (10-221), and (10-221) can he I anipulated to shoa, that

(Po~ p )  1 1 (Po)+ 1)

0 0I-I °  = o -- 7,l -., (P<I (\ o- ) 1,--2-0

Where " is Sec ifi C VO I /c Veni fv

bY suhstit ion). It is easy to see

that FL. (10-22 ) yields a clInge ill

internal energyv iven hy the integral

tulder the Sti'l-ight lilie ,-iiiicctinl2

1i,.t p ,V* to f , in the

sketch. On thif other haiti tie idca]

fluid ii lliutios descrihe only iseP:- p

dI/I

V 0

I v h: s l;)pC , ,i" tI .1._ ,1 , i , . 1" fo r I, . - " " iljw l .il I i o c

tIi ti 1 I I it 'I' c. I I! T' c' i

t t i t 11- t . I 

IId J , 
"  

I, . I 11J"I. .- ;[II AlI I I ' I Yl, ,"..

bl'



The experimental proof of the existence of shocks which obeyed the Rankine-

Hugoniot jump conditions was taken as proof that the ideal fluid equations

are incorrect. Of course it is true that the ideal fluid equations are in

fact incorrect without the viscous .terms. These terms provide the mech-

anism to cause entropy to increase in the transition region as well as a

mechanism to determine the structure of the transition region.

51

'I



10.12 TURBULENCE

Flow is considered to be turbulent if erratic fluctuations of velocity occur

whose magnitude is comparable to the mean velocity. Such flow is an impor-

tant and frequent characteristic of real fluids. It is the most poorly

understood of fluid dynamic phenomena.

There are two fundamental difficulties with the field of turbulence.

The first difficulty is mathematical. Turbulent flow occurs where the

smooth, or laminar solution to the fluid dynamic equations is unstable

against perturbations, large or small. Mathematichl analysis to determine

the existence ind degree of instability has been successfully carried out

only for a few simple situations (see Section 7) for small perturbations;

it is even more difficult for large perturbations. Thus in general one

cannot even predict from first principles conditions under which turbulence

will occur.

The second fundamental problem with

turbulence is that the field includes

a truly awe inspiring diversity of

particular flow types. Frequently

at the onset of turbulence the flow

changes from syninetric laminar flow

at, say, velocity U1 , to a quasi-

periodic but still essentially smooth + U
flow with a single disturbance pattern overlayed on the laminar flow at

slightly higher velocity, U A ,U as illustrated in the sketch. As

velocity is increased the flow becomes more cmplicated until eventually

fluctuations some distance behind the object appear to be random. The

particular sequence of flow patterns and the conditions under which they

appear differ with the geometry of the flow and, to a lesser extent,
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wi th the v i scos ity of thle f lui1d. Experirneml ly. th pa J"tterns . and the ir

order of app~earanlce aliso depend criitica1lly on the tiniftori i tv of hoic

den", flow field, a very- important considerat ion %,hen oile has no r'elial er

theory. [buLs one is faced wit hi the task oft descri hi g f low f eI hc

undergo al11 grada tions from flea lv 1 lniar to nearljv itl ide;aI wi thI a dif-

ferenit sequLence of patterns for each di fferen:t geo *.etri cll iictin n

'iosslbl Ix ach Ji ffcrenpt C~ tm~t a:cc

Onrse t Cr1 teri a

Stch ins i ght cI: can, be genera liv uise ful Iuvs t IOC esSi iv h t.ci 110J a I:t

out rc orenc to details of the flow field. c knw, from the fluid dynamic

coijatLions that thle oniv forces whiiich tend to stb: 1 w ildepeniden t Ot

the part icular f'l ow f-ield arc x i s cois forces. XiOL' scou CC toec Ir wa.s co COT!-

vert k ill t I Cnc~r' I IjIt 0 Oen ~ icr ~eai11 on aI I endj to rece c

Veloc i tV fILuCt II It -1IS . If one assum-Ies thec I amiii rI Ir fl ow field! to !be of u-j

s;table form thien it rc sn h to suppo so. that irio t ia 1 f lid foreces

must domiAn ate ViscouIs forces as ,I coni t i On fa-r s inr i fica n t ins t abil1ityv to

thle leoft of La . lii- 17.1) to be large comindred to the iiscos it v err

dtv 11 ohaFrctie s ted flo thi s; codto rei o h sc emo
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it

or

R >> I

The ratio of inertial force to viscous Force, R, is known as the, LReynolds

number. Tie Ahoive inticites that a necessary condition for the Cxistence

Of tur1bulence is that the Reynolds numnber be large. Normall Iv ne uses a

characteristic dimension of the oh~ect, say a radius, for L and the flow

velocity for v. The value of R at which flow first be:onmes unstablo for

a particular geometry is known a-, the cri -tic; I Reynolds number,K R

Typically R. is found experimevntally tu ',c bectweecn 10 and 100 For solid

01)1 ct S.

Fuljjjjeveloped Steady Turbulence

Consider a situation where turbulence is fully dove]loped. 'TUrbulent

eddies, dIefined loosely as reglons over which the fluctuating comnonent

of veocity changes appreci ably, sho, Id he nros 3nt in all si zes tlu'oilou t

the r1cg ion o,- iutcrcst. The P~rgest eddies can be expected to hae inen-

'ioI: colifl;ir- hl' to (klt priwbabl.y smnalj I-r thani) the lirnension ia hurteri zi ng

the flo%% ji, d, L, and flucttuation voloc iricS, 'I. cnah to u

smaller than vThe energy pe-r i.t: it xe hi me in the ltrge uddlc TZhou .i;

be cig Uider

Sman~ll eddices, of dicso, -i~h ' xpeCcd to have-k Ii at'ialt ~.rS I

;ciic ofer " *the riti Idh I i~p 1

thij.t i:z o ordor

I -10 -



Thus if 2p is positive and not too close to zero* large eddies will con-

tain more energy than small eddies.

On the othe.(r hand the rate of dissipation of energy by visc- as- forces is

low for large eddies because their "local" Rey'nold's number is large

Zv
R_ - (10-236)

'Fhiis energy dissipation MUSt occur in two stages, first the energy inust

be transferred from larger eddies to smnaller eddies, then finally the

smallest eddies Must be dissinatod by Viscosity. Further, the rate of
trs rof encrg:y from lar~e n-iesto aller must he independent of

viSCOLIS fcrces hecau-se, for the larger eddies, inertial forces dominate

i:cous forces. This rate of transfer of spucific energy, - I can deoendt

OnII.' enI the eddy size and the characteristic velocity, v, in Steady state.

[he impestdimensially correct conbination is

'' ( -23.)

1-3)i'; nlo rcal help inl esi imati liQ the overall rate of di s-

am 'ationl Of I.-r~ Via turiY'DuleCel: for' 'I Spc fi, cas i nc th IVa Iable

flux~y ile nr gram is aliso of order v /L. One must c'btai n £experl

nmental] V or cs timate it thcor-etica 11 v somehow.

I~w.ve .eOVinn oneL kcam u5(c i-q. (jl(_-) to dctcmimie the Jistribit ion

p~ ~~ T~ 1 Vhr hvie fo'.d 1 t he CijUa 1 to 1/3



The smallcest eddy, of' size can be expected to have a Re -nold's number
0

near unity, or

1/3 Z 4/3
00

R.. 0 4

thcn the smallest oddy, or inner sca-le size is

'Me heirarchv of evens then is (1) i nst:'bi lities generate tubulcacc

with most of the energy in large eddies, (2) r-athel-rlmySterio)US idl.1 fluid

instabiiities CJUSC the t ransfer of eiier, to srtallor cddics at t!he- r?.tf-

', 3) t he t ranisfer to even smal 11cr edd ies continues wAnil AO fini . si ze

is reac~cd at which vi scosity is ANi to conlvert kinetic energy\ t(,)

at the ra~vt-

Decay of Turbulence

Early Period

Soane ra thl'r los a3<mn S Can bc al for the 0'.'or -'1 L~ o f t ora

i sotrop ic tuo lw Mh ~CCinn it i s:tich efloui ,h thIiat vi sc Q~s fo IcC s are

iicgl igibic If it is assmaid that s111ol ha' r;~I,'t111c'nsl CrVCLI ill the

volume1C, a good asS-'2I iOntr truiI'. hlo- encoii s to rha clce , and' thIat te

point. to point volocity corro hat ior

1 Ott t t C t flai 11 1-hi a >ici tia"1 thE' ; iit

okIy a;!



'

2 LS constant, (10-2.1) .
L L

where vl. and L. are the fluctuation velucity and scale size of the j
largest eddies, the so-called outer scale size.

Another relation can be obtained by requiring the energy to decay as t-Iv- xf
(or writing -- - ) ant etlrating this decay to Eq. (10-23S)

jit t

V2 x. 1
1 - 1 o r - .k 0 24

td
iqs. (10-211) and 10-242 imply

',17

l t (1 -21

anld

- c(10-24.11
I.I

;'t(. LC ci .7 C ta l1 incrc.l S. sl1,.] a < t liC t , 1l)11 C eICC Ji- 1lt.j

,

.'I
@, . I-

• -- II- - l.B "



Combination of Eq. (10-245) with Eq. (10-241) shows

V - t (10-246)

in the final stage.
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11.i INTRON)CTION

Dlespite over three hundred years of research in the field Of calCUlus, oly

restricted classes of differential equations can be integrated analytically.

Uinfortunately, fluid dynamic cuuatiuny do not fall into such a class. As

a result, a diverse set of numerical methods, coded for computer applica-

tion, have been devised to obtain approximate solutions to the fluid flow

equations associated with nuclear explosions. Such techniiques are known

as "'hydrodynamics"' in the weapons effects conmmunity , or, if -.hey include

effects of magnetic forces, "rnagnetohydrodynamics", "hydromagnetics", or

''IMID. If nnncuiiibr iurn air c hemit ry and MipiC riation-jeros t i n

processes are included the resulting computer code (hydrocode) is also known

as a ''phenow-iirology'' code. All such techniques are baSL d upon numier ical1

solution of the fluid equations; no qualitative]y vnOW feature 1' introducedi

byV the addition of magnet ic f'orces . The treatment of radia:tive processes

and chemistry is purposely s ~ij i fi ed to avoi d iitlrOdUc t ion Of Seii oUs

numneri cal di ff'icul ties beyond those encountered inr sol ut ion 6Cf thc f 1uQ

equations.

Tihis c lass ofi comipute r code was devceloped to furn i sh a p red i ctivec naab i Ii

for atmospheric nuclear effects in tic absence of t est data. In th is won-

text phenomenology codes have Ween tvery successfuai ini i dent ifying import ant

1)henolmeihL and in predicting~ gross fcal ores of explosions. In wmdit ion,

phenolnerno Iogy Codes p r-oy i do dat a for t he mo st reliabl)1e qn u1t it Ati ye p red i c-

tion ot syst cm i rrfor;;anmce ii a nuclear envi ronomient Pos iic W oay, Iat t ii

accra2~is it iihatcol;Iiito'd by the ;LCCaraC. to Nhieli the -- iMtO" C thme

* ibasic fluid equations Is ai~r()ximated-

5 24



The major objectives of this chapter will be to acquaint the reader with

the basic characteristics of numerical solutions to the fluid dynamic equa-

tions and with their fundamental limitations. In the first portion of the

chapter we will illustrate tile essential features and limitations of suich

calulaios b,-simple hydrodynamic examples. A sct Of useful difference
techniques for hydrodynamics and nagnetohydrodynamics is developed in thleI
latter portion of thle chapter, aloilo with cursory discussions of some of

thle sophistications required to produce useful quantitative results.

11.2 BASIC CONCEPTS

11.2.1 NUM'ERICAL APPROXIATION

Th1e asiil n bob i d 19ost nlummerica 1 methcds is to replace thle correct d if-

te ven1t i~ a ,i ILl t ion, whose solIut ion is unknown, with an app rox ima to equ t ion

MWSe SOIl Li io is knlowni, and whi ich is believedI caipable of represent inrg

the true equa~t ion Over t short inrterval1. If one can find such anI approxi -

wa hit is po5 5 1 c to Cs t i]:at i the des ired Function hy sol xin'., ropeti-

t iVOe 1I y a sequence of) i ut :raIM OZ1 qa os ahsolUt ion inl the Sequevmc11r

itsinrg rosmil ts of tile pre-cvious oile ais in t al conditions. Modern scientific

'c*;:ipuivr:IS haIVe b0(An bilt to pcrfor; thIis type of repet it ik x seCCICTInC 01

upcraitlu- '11W rud. n C1:0I-tC1'x And arc the :;Mi1 t0ol Of theore-(tic.1l

wellri effects resear-ch today.

11.2.2 STRUiG DIS7URBAqCE

)I-c* thbx lreomI i r;1ICIent on;tl ophei Qs~po ffects idrdai is

h ~thait t i~ i5td iib '-sks stiriin e It' thQ 'itm~osphe-c . Il h reui m-

cut oj iesthat ipert arb t ioa techni1LJQs and tcijissuch as have beemi1
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11.2.3 EULERIAN REPRESENTATION

Motion in the vertically stratified atmosphere caused by an initially near-

spherical explosion requires at least two space dimensions for adequate

description. The fluid usually contains strong shear layers and is fre-

quently very convoluted. Numerical hydrodynamics, in two or three space

dimensions, requires a more or less regular, rectilinear array of points

Ca grid) at which hydrodynamic quantities are assigned in order that valid

estimates of spatial gradients may be obtained. To avoid severe distortion

of the grid and consequent gross inaccuracy, the fluid must be allowed to

flow through a grid fixed in space. The Eulerian formulation of fluid

dynamics must be used-a fundamental choice.

11.2.4 ARTIFICIAL DIFFUSION1

We proceed to illustrate a number of features fundamental to Fulerian hydro- I
dynamics with a simple problem, but one chosen to place great stress on

numerical Eulerian methods. Imagine we wish to calculate the one-dimensional

motion of a body of fluid which initially has constant density and is

confined to some space interval. Let the initial pressure be zero every-

where, and suppose the fluid initially moves with velocity v in the posi-

tive x direction. Since no forces act, we know the material should move

at constant velocity and maintain its shape, but it is instructive to see

what an EuLerian hydrocode mig ht predict. For convenience, we will choose

nur space g;rjd with uni form spacing,

.x. x. - x. (11-1)1 1-i

such that the interval x - x has initial densit) :Jnd all t, her

intcr-als have zero density, sec Vigure 11-i(a). Take the time step

.' n tn-1

A = =t t cost. l1-2

526
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X 0  X 1  X2  x 3  4 1 x2 x3 x4

(a) (b)

PO PO (1 -k) 2

2P-,o(1-) K2
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K KN

x x0 +(N+l)LAX or X N+l

(d)

Figure 1. Numerical Diffusion. The distribution of material is
illustrated for donor cell differencing. (a) initial,
(b) after one cycle, (c) after two cycles, (d) after
N cycles.
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Since the density in a cell. (grid interval, .,x) mlust be regarded a-, unifori

(we have no -:icans of describing variations with scale finer than -*x) we krot,

the material fransported per unit area -in one eccle (interval :,t) to the

adjacent cell is

Iinc, dcreamse ill del-sity et* Cell i dule to uotf !on is

ishi le the contribution to tho density of cell i +I is

The factor v: t/x is the ratio of physical propagainvlciy ,t

thle mjaNi mum p ropaiw t ion vel1oc it y perm it ted 1), our sc heme (one cell per

This rat io i s knownl as the Coura nt number.

H ue liillUstr'ates the solution ebltai ned hv this t:chiiquc. I- C,11
tnbeC v: ,r i fid by i tnct i on that tilc- I~n aIfr u h u si :1 t i

ccl I ;Itev N QCICes is

K) K i.

o 1-.,



According to Eqs. (11-4) aad all material removed from a given

cell is deposited in an adjacent cell, therefore &ne already knows that the

scheme conserves mass, a des irable feature. As a further check, we note

that Eq. (11-7) has the form of a binomial expansion, thuIs the total mass

is given by

N
N! - N-i i

.1 = jl Ni3x (i-K) K
1 0

I.

as ant iclnatuu.

5lnce l cit is everv here constnt in this exr ne d, co kservation of energy

aed csers foilos directl l from conservation a' fias, proh: idi no few test

of the schem.10

he cn cI hIlatC the foition of the cniter ths hass

x .- 'x (11-9"

by the trij ek of' 'a-I

tlhen; the tlallt i t. 11 jd tI, th s I ~t jil Io'>k SLmiiti to I([. 1 I - S Il

i phd

iPl1 n .j,

A Al- ~& I x
I. : ( - ) K " = .x , l -

o o J

as antiipated



Substituting Eq. (11-6j for K t!,d noting thlat t =NA we fin- lce ceQnterI
of ma ss t o he t rinxc, ted a', o loci V iS t s1100 Ii be,

<x- = Vt 1t

So farl wo ie se t;act our sn rS oi z>il 4cnc'igms

and trins.ortin I-,t 'Iiii atih ctrect -waxn ' c'o It U ]cit ),) n ,I

e Xamrl o:!ka ik 1rve-Qtn z l ie t 11 t t s' a'

casir "C iIf v cit ri c m rr xx 1 :," 1 -
tli' a ibre%-it c - t A '. ' of I I 'i\ :i n f ni t!,., i. -

o (,,. o) t 1'

-K WMNFA



To .wostigdOteivtcrLt h Thlpe inI the xinnity of the maximirl;

1we r eplace c ii of the Jorm l' wit ' and expan d the logarithm

tii' j1" = \Ct to tn.
'LN

ftv :: c ' :Y il ) pi.d 1'* i ll'l J:. S t~lYC 014 . 1 ll , I"Au1I iwittlin, ili'! jiositi In

&t hxiti len: *..0C d ;:,20] WItOJ to Ci Inc L snae rN A 'rat±c

pi~l&2 Alen ii~ ]C:I!CJ n ':I,:t, iFj. ~> is :c.Jar -n fl to

11f I'1" 10W out '11,! r s t -.,,t' 'x ai iA I Jar di fforenc i ii- s.:cme

I'A4LL:lAi~i .-. rc'luv e hc oI, t 'L V iic e the di

.c::*d i>cfe is k;.i'.;iv .- ' I o~tij .'iircil UI

I'I
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(11-19)

Our method of solution is equivalcnt to replacing thi-, equation by a.n

algebraic equation to lie sequentially, solved,*

n~ n x. - x.

Replacement of the differential equation whose solution is presumed to be

unknown, Eq. (11-19), by, the particular type of equation, w~ith known solu-

tion, Eq. -(11-20), illustrates the simplest general prescription for deriv-

ing a differenTce equation from a differential cquat~on. We have replaced

the differentials, "T', i n Eq. (11-19) by- finite increments, ":V', as -

sumed to be small, for example

.n - n+i 1 i n n+i n
- ~. eplaes i; anid .It t -t

replaces 3t.

It is important to roa! i z that almost all method5 of numerical soluition

to di fferential equations are in essence this sort of retrcat from CaICtilUS,

in that tile differential equation was orig.i nal1ly der i'vC'd by con-Itructing

finite difiference equation, thnfni fteI utu orin as th di

fer-1ICuceS go to zero. 0111 t(,chnlique has p rcse r ibcd a part iculJar form17, Eq.

(11 -20Y), of finite difference approximation to tile equation of Ot111t

but has I'm ben taken to thle limit of* inofinitesimal di fferviiCes. Ciareu III

Mer"It inc. Ot L q. (']--1)) shuolw-' thajt we ilve aipprox imaited a1 qu11int itY (tile IS)

lcncetort h we ;iJpt til 1W stan;Lrd te iIII no i omg of IeJ'e~ v.I III, LI-

eve hec inidex, 11, as.1 a upesc riplt aind the space ,:rid ind.'x , i, as
a sub -C r ipt.
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which is "centered" at coordinates (xi,t+At/2) as being equal to a quan-

tit), (the RIIS) centered at coordinates (xi-Ax/2,t). One might expect

such an approximation to cause inaccuracies for finite Ax,At and we

now demonstrate this to be the cauje of the numerical diffusion for this

particular scheme.

We proceed now to solve kj. (11-20) for o.i

+~ n 'V.t/ x - ;. .I t.Ix (11-21) I

where %,c have dropped the indiccs from v because v is constant.

lxpand in laylor series,

n n 3o . 1 " )2
, * z"-',t + 7 (Lt + (11-22)i ' i t 2 tz "

3. t3 t2

and

-I (11-23

te01 :uhstitute Ikqs. (11-23) and (11-21, it' l. 1-2]) to obtain

.2'. V t (11 -24)
-- = - v --- . ... ... 1 .-,-- (. t

<N t

lo c.x\prr s tihc last term as . Icr it<Ltt es ic usI te i 1st terii on

t ht r iI t .' p ; i, d T h i e , l r i v : t i v I C .. " I % C f i t d
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Substitutiiig into I q. 1 ) ied

V +

9t'A

We find that c'uv flu!%c-Yi cal ippfrximatio 1O-t vicin, a .tlt.u tt) .1
rect equa t ion throw ih t i~c f irst aieri v:t iv v'it hUIS 1nt vuAi cd a s'; *~

second order term irntc; thc:(II1(.t~ 1 ~ o, tItoi: r '

the samtc di 'j ion c-oef f i vent a n! i i-

11.2.5 OR.DER ANDO TRUNCAII2JN £PROR

Rv 0~l ViitiZ on a f in it c di f fere itc 0 :1o) rLN Kt in t o f C. 1'..' 11t j I -i.t a;-

EFii is to tr o th i ii; 1j . o0 -c ro :t- I%,! I Ic'ie (" rtK:r:;-

tICti , CI'.LI1cic-r Ia hit Itte ihs :1\ 101 So;-s dciQ! 'Se

I I- I~. tili I S 1ils tr i~ :re i.aiw :t',-.ic: a' ro's. 'I' ;'IC.'T 'rd.'

oIdL .r o ' t hi scwc;c t !I', s mI-, I, I t. L' t : l Li i tni v.

il2. SAMSLIfY, C O."li TF R T IM E

I hi '.1 ;a:. ci Ii cIL!!- A '.~ ~iij -



W-77i

calculari orn in that incorrect perturbations tend to diwnini sh as theo problein

progresses . Conversely, a negative dliffu~sionl coefficient causes perturbations

to coalesce, therefort to grow, and makes the numerical solution kinstatble.

The condition !';r the donor cell difference scheme to be stablc numerically

s tha t the Courant number be less than one for every cell inl the mlesh,

K. j- +V 4- c)..t,x. i 1, all (11-28)

where we have w~ritteni thce :ondition for thc: general case, including vari-

able 1,,v, and pre5Sure, 1) 111 Lk. (11-28,9 L. rep~resents the local

propaga:t ion veo city f-or snall disturbances , soUnd sp)c-cd in hyd rodynami cs

or \l fvcii speed in MI1. Any hydrodynam~ic or magnet ohyd rody'namic di fference

s;IChMC his i.criter-ion sim.-ilar to) Eq. (11-28) to quarantee either stabil1ity

or' iCCCtah Ic aCCulra1cy. I'liiS appe~Ars reiuia) hen One in1terprots the

LOnd it ion aUs aI Si up 1Q I-Crti rejwnt that no0 more la t or al !1C al owed to

1 eave a LCell inl a Single timc stej! thanl Wats pr 11it] th,. e l in i t ially-;

and tile di fferenle 0UU t ionl was or ig inall vJust ified on thc ioasis that

di1'ffC1CC.S venues !ot C Hih nII iher order Ccnies gone r; 11 y have x akidi -

ti onal stahi Iitv cr-,tenia.

[ii >tuahi iit'. CiLL'iui L0.,Uidj 1-1J tit I. LOV kdi~hil~ o 'hiI tile onivowit

o . i;'1X'pt Cr t iolc' requ ired to sulI x a pr rb 1emn, s ince i t cont roli ; the latrgest

a 11owed t ific inicremlent, ds requi red hv Lq. 1-8

T+ Iho -::,tj 11t "o.Ii buti'ven Atah i itv and jceric i not ;l~v ~ccied
Ib1is WjL ' a~ dwi .Tia theoarCi; Of I :IA'S kdliCh s;t tics thA!. .1 Stdl.

~C. fL' c i'v r.'-i a :.i\ICe 11ri i II- I1 . i~Ic >CC t 1;P 1l 001C -;

tia L or 1- t kI!; V 11nt 1Y',P Iv I Hut Vlxa 11, ;0'1\ 1,cnav j. hC iOht.l n ed. L
.1.l i t~ 1ii.I AIkLI ,:%- tcnd to IW rOId2i aS (i 'i LII IHic ( r it XC

d I st I I ':t . IU 1 1 C 'Ih Ir,L; Co.)r Silffi ci oft IN, Sna.1I I I j t r v I'' I J
.11"% IC I~ ie I t111 d to ri I I ) -1cC .



11.2.7 ACCURACY, COMP~UTER CAPACITY, COST

.Inspection of the diffusion coefficient inEq._(11-26) reveals a techniqu~e

whcreby we can in principle increase accuracy to any desired extent. For

a nontrivial case it is not possible to reduce D by choosing K -l for

more than the few cells with highest velocity (v is one of the quantities

b,- ing calcu~lated, and therefore i s not within our control ). However we

can decrease D by decreasing the grid interval, A x, and thus in prin-

ciple increase accuracy to any desired degree.

For a problem with Mi space dimensions the number of required grid points,

S, and therefore the amount of computer storage capacity required to re~pre-

sent a given volume of space increases with resolution,

1 (1 1-29)

(A)

where A is the characteristic cell size in 3ll MI dimensions. Since the

computer time reiuLired to advance one time step is proportional to the total

number of grid points, and the criterion I-q. l-*SreqUires finer time

intervals for fjinei space intervals, the computer time, S, required to

carry a problem to a speci fied pr oblem time (problem t ime is the value of

tn)varies as

It i '. clear that one quick ly reaches a pract ical1 re so lit ion ii ni;t for two

and threec di mensioan hydrodvnrimi c problems. A\ typJic;1 a]0 new gne ra ioT of

:;c i ent i tic: computecr maey haivt t w c the storage, twice the speed , and1 cost

1(1 percenit I o e per holrn comip1rred to the Li-.t '"enern t tonl. lor two dinten -

01i;n1l hvdrocodes this will ;I] loi, s;pat i il i'csoltitior, to he increased h. A

/,~~.. .....t -- "prcn ~rfn~r t 1-t it tl''' riie ot* ;I nut in-

Ccase of I 110 )C1ercent inl comptiter t ime and therefore anr incre;150,
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of 100 percent in cost. For three dimensional proble!m.s we &.-in only about

26 percent in spatial resolution at the price of.a. 26 percent net increase

in runiing time, thus a 75 percent increase in cost.

11.2.8 EXPLICIT - IMPLICIT

T'hc self generated forces Of flUid dynamics are of stich a nature as to

cZause material to disperso. '[hat is to say, if material is present in

an isolated volume of space and contains momentum, then it moves on; if

the material contains internal energ~y, the energy genierates pressure which

causes it to disper-se. This generally dispersing characteristic is dic-

tated by Noi-ttonls lsuss of mchlanics and the secondl law of thermnodyniamics,

UJIId is F'vfluctvel lii ~i~ iill3 thle fluid' !;vti n~ thc t iic r r va

tive of any basic quanti ty heing nvgaitively proportional to the (luanitity

it so! f rhe di fferenice equat ion for- a qulantity, say ', wi 11 h e of the form

i+ +(trsnot inovn t (11-31)

vdhcre ., is pos it ive . Inlsp ctlj iOn f EqJ. (11 -26) iaakc s it Clear- that anly

sceewhi chi cNva 1at es thle last tuLrm as explicit ly proport ionalI to

(trt:,- -xiii Bscheme ) sij I Io lie illic to a Couralit :oildition 'Co

Ciei t'-o u-aiig sign during cocle That is for an) finite
of . ,andthemisin tems in Fq. (11-31), there exists .

liii of kd. 't candl uoddh vibth the las tsil ii 1 .~i 3

N a loue of .t large enlough that Wl 1 wI change Si 1,01

ill termsii' OF tiC le 1Tkne,1 pini it te '* then finading away to solve

Li.~~ ts I-1 fr ' . la lvwI th~ t hi s schemeL t he' e'j1ut I'i hit it'l Of t 1w

tedi -t t 0 tiW ChangeQ Ill '.- goso 0er 7~ 0 goes to r 0 t a, n

hulits cane or"c , to chanlge i ',n.
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Rewrite Eq. (11-211) in these terms to obtain

1" on + onV K + '2K(132P, K- 1

If we expand in [aylar series as before we find Eq. (i-s): an approxi-

mation to the solution of the differe ntial equation

Ill ian Irp Ii ci L wd %rodvnani c Nchenc the di ffis io: coOTl' ii cl:-t a ay c z

it it arid the scheme is a iwavs nume-ricali% Icstable agaIllist 1ia " Cl-tt'bai-

ti n" 11 uric cri flees aLCU dCV r-athlr t ab -,1) li t% e .i t j s la rge

Imuplicit schemes of second ri or g reit cr i-con ire Si 111ii Ci ct 01.nic

computer1[01 tine peCr ccc Ic tha:n eX1liCit SeliCsTs ; the SOlu IL.Iol; t. )1,pi ift

iat n+; w il r eq(Ii re mctiCiS kru, ledg Il thIlLISo ot!: ; Ind - at

in.~, Thu ;O meho ofslig lelis Sioiltitrieoirslv pilus it i I I zed

and the %in ii i ', jt muist be e:xtrenie, es'pecial ly in !%,;1 ) ortirci Cl

St-OniS to ait lJl ici tciuijtt.icit ctShil>al-t' MuSti fied
Ill cases MILIere t 11e (:0oii:tnt --311d I t i :11,ill ill al itce tintport io;) of thle

gridl causes at sovre Is:triti 1011 en it.

11 .2.9 HIGHER ORDE-R TECHNIQUES

I f- o:ti'IIof I I I 1- 21 t:ilr,'Ii I[2 kew, :!i .i.i ji: ot the aIrti -

t'I ' ci I d i I I ; I' Ve; t o ieC tile rest It ur clic Ii tlv i tI' cl-

to -J s-wicc :I I, I .ieC 1-i fits 0 1't eta '1 1 V'i 0 c I t i Vo C Ltd t Ill -

t If, Jt -I., t o tic I l 11t t.r iet C. ' t hi. Ir illi 1 il Ixii:; I I I i t i c tR:i I

A Xi I It )i L I I ,i. .' ' 1 i 2 t Itt ii i. 12111 i t I te dolU 1i 11 1i c' 1 1i -

h" Jle

dci i. I iv i:altle Ol~'\I'tt'd. itiX tii. r~viI
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A large number of su.'h schemes is possible, each resulting; from a part icu-

lar choice of method of approximation; for instanlce we could extrapolate

conditions .at t ni2f rom t nand t 111, or we could calculate a cycle

with _t/2, t heni use- the reslts to aaivanco quanti i i es t ront t 11to i~

t any such qptirnia' 1)n poss i fo], r bz)th t jme. am hco coordlinates.U

A n e 0 1 ) t " 0 1"a o n c ho s e n , f u l l . d f . i t j if l I V , 1 r e s a lt - i l l ZI A 3~l C 2 J

rate tliro'ugn :'.ocond o dOer. The sch',e;;es rut the, gamu1,1Ltfro! LtCA nni

sta"ble a-, InI the ease o thel imni icit scheme abv)through ~O~ rlI

stubl e as jit thev j)~iCV s eOl xpl]i cit shm)to icnAtOt1vi;tcl)e

11.2. 10 ART17F I CI1AL OI1SPLhS;ON

Iiiittl'nes h:,; ' frst, ,r-lor s-chemeos for iJitep A*, .- In oars*I

Untnrt-:tatc-.1 :i]ll knnwV.:1 rt ord-ert scflJits pLodict unl,icci'4ahllt- crit',r:

t',-- taors. aCh a!s . strong, ulastwa.

SCOe'nd 01rd1e' scee r ; "rie he add,.,. compleCXityNtrdzo by

a :.Iorec s oph)11ist cc o di jf fc r Ic c h IIo 1e alow Iu rI coS l -CCo Xno Si I Tt to

be cacii.t!, )11, ;nucich co..pot-o;;t;. 0. a 'o is;t!1ui.'ttc, wil; d t>

lc~e r e: I v t Iy Ti t:' ' r ' . t ic i t losC ti. ~- t t1

ilsti~tuaji.:1 tO -ljt 10 .:m -C-2 I~tfl;a Ia 1e]- 0 : 11 terC!

cal let; Vtt ,, rw 1t po i.t I ll a if" i~ ii n c: t 'ti I. I 1

hI 1 Ie- oh 1e 1 In t 1 i 1-11c die 0o o 1 o C n er i;

so~~~~ I t1; 31: I 1'rna - . vc'r >olr I, I t-!' I* lI'i

h3
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Figure 2. Transport of a square wave with first
and second order schemes.

to num1"Ierical. solhitions -vj th three aet hods , thc first orivr donior Cell

ialt hod Mnd t%..o popul a r seCOnid )rde- mnetho~ds , thle Lx-len cf ch
where

.Ind the lep-IrIgtedc n ic, ijhere
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the first order scheme for a strong disturbance (they produce a more nar-

row mean profile), their dispersive character produces results, suich as

negative values of mass and energy density, which are unacceptable for

marY applications.

The result of this circumstance is that an artificial term with diffusive

characteristics mus-t be re-introduced into the difference scheme to smooth

rc~'ilts of second order methods, negating to a significant degree tim in-

crease in potential accuracy of the higher order difference scheme. Thae

invention of diffusive terms designed to smooth the results in regions

of space/timc where necessary , while cauIsing as little artificial dif-

fusion as TIossibl e in regions where smoothing is not required, has become

a well deveoloped art.

Results of adding a simple diffusion-like term,

ULOS k(c. -2:, + P+) (11-36)

to bo0th second order schemes are iI lustrated in Fi gure 11 -3. The problem~

is the same as illustrated in Figure 11-2 but now transported through a

distance eight times the width of tile initial disturbance. The second

order -schemes now yield indistinguishablec results. The effectiv-e diffu-

sion coefficicnt for either second order scheme is about half as large as

for the fir,-t order scheme, as; determined hy full width at half maximi;:

In addi tion to introdu~cingl art ifiCia 1l diffusion into the second orderI

-.chemn-s it is necessarY to use machine logic to eliminate negative values

of' densityv, energy, etc.

The second ordy~r schemes are tiperi or to first urder scheimes, bLt forI
st ron," i.tliL~c ar ;Ic Clearn: not a p'lniicem . One has the feeling that

third 0or I'Ourth order schime-s. Lhi c imuch mcre elaborate . wil 11Li ii at

mostL amother fact:or of 2 in di fiision at the pric of -roat in onc or 0t two

new Wrf (of M rLr i cai 1probl 101; hIt suHch ScL-:;e haNIEve not beenI to i Cd.
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-Lax Wendroff/Leap Frog
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Figure 3. Transport of a square wave with
second order schemes damped.

11.2.11 FLUX CORRECTIVE TECHNIQUES

'I'hl !rst recent 1.tterrpts to reduce artificial diffusion tal'lo thle !fori of

'di rOct in1tcrVenltiOn'' or ''machine analy.; i s'' rather than hi, w-he o rdei'

niumerical ana lysis. In oversimpli fied toi'nis , these flux corrective tech-

n iquoS IY'C' compleCx logical -mathematical a igori thiis (ia nt~' n u

mathemlatical equationis anld, ini add itior,, spec ifi es the machiine logic nece.;-

sary to impl1 ent them) which at tempt. to detect conlditionls foi- whi ch ai ra-

di cnlt S!.tlld be h iaI mai nt a iied, theni forceO i ffiisod ma tori a1 a l

into its propr-r positioni, thus 'corre,:ting' the fIlX . SLb-IateniI:

h~is !,(-oi demonstraited ,Ref. 112to .ait thle shlipL_ of' si;iI)1c IiitIJf-

prob lc; inl 71 ld , the ir d . '] k IY r i.A ot "(-t i; V ,..



11.2.12 SHOCKS: THE VON NEUMANN-RICHTMEYER METHOD

In arpiizations to atm-.ospheric effect-, of strong explosion5 the inviscid

form of the hydrodynamic equations (see Chapter 10) are normally differ-

ecjed and solved numerically, the viscous terms (diffusion-viscosity-N

conducI t iOl cannot be real istici liv inc ltided bocauise they are generally

many orders or magnitude sinaillou than th, truncation error. This raises

a problem in cdlculation of shocks, one of thc dominant features of an

exp losion, since: the invi scid equat ions, solved perfectly, conserve

ernt-omv whereas shocks- do not (Chapter 10)1 In 1930 J. von Neuutann and
R. iP. Richtmeyer (Ref. 11-3) inventod i sim~ple and elegant technique to

handle numeri cal shocks which avoids the nceOssi tv' Of introducing special

10111i to Ca IColate the itimp conditions. .

Prcparat orv to I ntroduc ing tile von oan Ricmvermet hod 'c ll*

redeiriv, the nori-.al Rank ino- lluooni ot izimp conditionj for- aj L' . These

con d it ion s %cani be ta ken a s t he de f in it ioun ofi a shio ck; ins o far a s a nume ri-

calI method corr-ect ly produces the _jumpil cond I ti ons .thle method is; capablIe

of t reat intz- ;rm.b lcms involving shocks. In Chapter 1LI i t was pointed out

that one !:ay t hinuk of at sifll. settmen t of a shock its bei ng reproesented by

aPlane shock movig Lit con.-tant vol ocityv wi th uni form conditions ahead

and behind. I n at fram-ie mov incI with the shock all part i ii ti ue1 derivaives

vanish and theic i ne), j s c i d hyd rudy nam i c equa t ion s reduiceC t o

A~ = cnovat ~on o as

Ind

0"01i~fc



where x(cm) is tic space coordinate relative to shock position, .(g/cn 3)

is density, v(cm/sec) is velocity relative to the shock front, p

cm') is pressure, and I(erg/g) is specific internal energy. The first

jump condition can be obtained by integrating Eq. (11-37) from some refer-

once point well removed from the shock, say x = +", to an arbitrary point

in the flu~d. Thus

,.'V .0 0 , 11i- t ,

where subscript o indicates the value at the reference point. Ilc ce

cv is constant, Fq. (11-3S) can bc integr'ated to obta in the se-ond conditioi,

%\'O (v-v = -(I' - (11fl-t2?
o0 Q (1

Now solve Eq. (11-41) for ,' and substitute ii Fq. (11-39' te obtain

0 0 x dx X

where the last step ijs an identity. Substitute from i:,. ]1 -38 fr .J-

renemberi:g that .v is constant, and i ntegia te to ohtain the thi:-d

c i 0 
-1 

d I t 1 01

0
00 0 0 0 o

[he al,,ve c.3ltiris, LMs. ;l1-.1]1, (11-i2I,&ad., (ii-,,V " r','c"fle:t Iv.2--
e110 sbOV C lit ,1 i Ih To S ,) l A j - I - J I ic r' \!(laI i :s ! , ~ In i .1 ii) it iC'I':! so lult io! I- to p lx: e i l\ i-;Cid ,, ,r ,1 ,: i s o oi't ,i!! til,. iz.-;I. i,, w -

Ii .oniot condi, i, S .,e Sinp Fl.: (1 ,I; I-;: ; Qll Q.iti .t ' it.. t HI A<H

i)oth o Si e 1 Ct 'lic ShO-K, '1.i it I c: A, tC tIe un . b-Hseri it ,d .ii m t I ,en

the or.-;e id, fro-, tI h stih , i 't ed lioAI:,I t ies. A't I C e s '

tert lO thait thL'se *itifap c,,ndit Oils rc'',i I i iii I 'a s i '. H c t io}:. *ti '5".

tic ;hock. O 'C r, t ,an : c s wwiI, t hat !. . 1 - - t hrot " - . ,

1 II
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15. inlcapab~e of treating the shock problem. Thec mathematical solution to i

this dilemma lies in the fact that we nowhere wade use of Eq 1-othe

acualflti on Of state. We li-ve the opt ion aof inventing an eIun;t ion 'o r I suc 11

that I is not a state variable, thtus entropy~ can be inc reascd. Phc you

4

LonI~e option ot physicaly somewhant inora, rcaii sti- :ca ttcfl is $ UJJ to

th ressure Ir "S ,~ 1108! and (I 1-S9) rut notr1 i K. (1-40., AL 'OW "nc

avn a2 i6~' calle "vis. 'cous pressure", , to the !Q.rastatia !","sure

I .fto [! i

1 I II""

11 I

k! "A',+,

-{,Ii

1-iS 4

It inaa.ec teatig the dhckproblIm. Th$ahmtclslto ol

equaion f stte. ~e h:vc he otio of vetng dn vqat io ' or I uch nv

C,_iiti-flits, lhtq';.'c Ipproac 'il-C ;ahuaiid 1 fl it u <alntip t o u.ic] cun tb

Sh .c s r ti:'. Itlt c;:. I1- 8 hutd (1-3 ) b-tI'i'l~ . ( l -{: ', m ..

,*1

:1:~ : o ct l d " Is lS )r s ti " i ito the "'. -... ':, 1' tt l I ni'SllL '

4tot i-

-- Vf I



The form suggested by von Neumann and Richtmeyer, as it is commonly imple-

mented, is,

a' o x) 2 (-1! X "- 0 (compression)

0 = > 0 (expansion)

where a is a constant which can be adjusted to yield the shock thickness

desired. We note that since q depends on velocity (and in fact is zero

for expansions) the form Eq. (11-49) guarantees irreversibilily and conse-

quent increase of entropy for compressions.

Substitution of the form Eq. (11-49) into Eq. (11-46) and Lq. (11-47) and

adoption of an ideal gas equatioit of state,

(> = '-1) c~l (l]-SO)

leads to a set of equations which can be solved for the case of an ideal

shock. "or a shock travel ing to the right, the vel ocity of the shocked air

relative to the shock front is

: 1 y -- i i - IJn 1 -

or, in the lab frame

where is the shock velocity and 1 0 i the '-Lch niniber. lq. Ii-31
c. an I~c e t ied V" i;'!st tl i , an.d civn , pCl~t .,I> t' • , ', ,il

I cIII !b2 reidi Iv cb ~l e .d lir i iil. ll- 130, ill1- -iS. I i - .

0.)ap c 11di T ioI. ' are satisfied i th :cro ..rad ,iont J it a qIlint ittes when

0i i .t thie SinC is h"tis condilio;lS 13) ;ii (-1 arc s, t

I'i 'd :: c lI ., ; I " iiid (2 "

>tu



The ratio u/7 is shown in Figure 11-4 for a medium strength shock,

M = cr., in a gas with y = 1.4. The number of cells over which the

transition occurs scales directly with the coefficient a, and it ap-

pears from Figure 11-4 that the value a = I (shock thickness-3 cells)

is as small as possible if one hopes to calculate changes in state due

to the shock with reasonable accuracy. Thus, a = 1 is the most common

choice in practice.

The von Neumann-Richtmeyer method of treating shocks is one of the most

successful innovations in numerical hydrodynamics. It can be shown

(Ref. 11-1) that it will not cause any difference scheme to be unstable.

However, one caution is in order. Use of this method precludes accurate

calculation of such details as peak overpressure, peak temperature, etc.

If one is interested in quantities which depend strongly on such details

(c, ., radiation from a sho.) special measures are necessary.

........ a 0.5

- a 1.0

---- a = 2.0

u

.4

.2

00

-5 0

x

Figure 11-4. St,-icture of von ieu'nann-Richtineyer srock.
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11.3 TECHNIQUES

11.3.1 IMvPACT OF SEVERAL DIMENSIONS

Fluid dynainic calculations require techniqlues appropriate to time dopcn-

dlent pairtial differential equat ions. In thc nlrnal c-ase, flild f low prob-

lems are fo)roiulatcd nathomatically in three or four dimensions (one time

dimiension and tI~o or three space di lienSicuo: s). [or this rea son tiC po er -

I'L I ar raev of methods ava ilabl hiftor IiumC ica 1 solu t ion of ordi mir\ di ffer -

ent ia ei qua tions is in applicable to f ijid equations. Standar-d tech li(IA' Ai

for numerical soluition ' ordi nar) d iffC7reatIalQiatmo actri t 1

ait romlrth to i thorder', mshereas i~f aC 111V een t'at jlfor el-pacta

reasons) second order scho;!es repres.ent the lipi t of the state Gf thc urt

for h\vdrodynamic partial di fferent iil jquti ions;, nor is it clear that

hig~her ouercl schenies wooij 'yceat Iv hce~twLaponIS etf ct s lciaon.

11.3.2 LAGRANGIAN HYDRODYNAMICS

Il11c %,II-; 11.1;I T1 fcrnmn loat i on of '~I v odvwraii ics is - ant d i ff:is j e. 'oi I h i

reason it i s the licpr I*(- rcdl 1rf.'Cell t at itn I I Si it wiat i en.;I wheve ii 1 d i st or-

t ionl does, not i tt rodu c I, .o sS I 11-.[co riu. Iarm i I;n h> drd0yn1 I IX1i eS IS

ilnitis~t uve~vrsal ly zapjlied to prohi ems ini one spaedonii ,arlyt

p rol '>i In tvlo or t P rc spicc Ji! nens ioes PrcISe (-,I thuI cl 'c

istert ion rlent ionco iii Sec. l.

[lie a fc i a ori-IMi lion ii I oi Inpc c d irocis ion cii C.11 1 e

lt



DI 1)

1In these equations the tota 1 derivativ ~ vlae ntefalco

thy, r1) ioving IFl1ail, R~vi i ; the c.urrent position of an element Of f luid

toel Iiie1ri;a cudinac and r i s thle initial coordinaite of the fluid

e ~ ~~ __ I Cll:fI(te!,% jnia ordinaite) If! one reduces his. (11 -53 to 3)to

-ii fcrenc ,iLiIt ion a11 j 1st ra i itfi i;~ anncr , then stav., ;rs the tii!,e aiid

spae i t ics ppropi'i aitI r a ilgor tl.:: is Obtained 'hIuch ajveai-s to ho

ZLtCltiratC IL a seconJd orderl (Ref. 1-

Ij Upjdate voct -tic';

%i1 it r a 1 1 , 1-8

kC I . *~ t "I

at c c l , I is it vs

+1 1 + I I)

x it 1) 11 c l !,



Note the auxilliary quantity, mi+ 112  constant.

The above algorithm -would advance the quantities associated with a cell

(v.-, Rn  n. * I. , m. ) one step in time to second order accuracyi ' i +1/2' +11
2  

1+112

were it not that pi is unknown. There are two commonly used methods to

resolve this dilemma:

a. Sacrifice second order accuracy and use p. in L- b
b. Iterate on (4) and (S) to obtain )p. :,nom nally only inc,

iteration is carried out.

The entire scheme is explicit with stahility :riterion

n{
'C. ,At

1+112 < 1 all i 11 -

R ~ -1 R .

whoro c is sotnd speed.

11.3.3 EULERIAN EQUATIO'S I; .DVECTIVE FOR.I-ID

I'repar;itorv to eribarkin,- on L:ilcriav diffcrence sch es :i~p))li t( to yCl,

Space di iiem:,i,:s .c ili develop thc nec a -v C-c i' mc it n c ; .c dim-

onSion. h,! h,- l d ody li ii: cl t ati S ini l'ii le iiin t!ol'!lcii O l i bci', rittcii

L ]'X'X

- ,t ,.\ , , ,

P I

.,1 - -' ,



where we have used the equation of state in Eq. (11-65) and arranged the

terms in an unusual manner to facilitate replacement of the set of Eqs.

(11-64 to 67) with the single vector equation* in advective form;

at

where the vector u and the matrix A ar given by

P 0
U 

A

Subs'titution of Eq. (111-69) into (11-68) .iclds (11-64) to (11-66) directly.

With this formulation a valid differnce schene for U will generate dif-

ference eqUations- for all of the quantities P, v, 1; a considerable in-

crease in efficiency both In analysis and con.,uter programming.

As a first at tenpt to formi i differecc Voqutt on ,i th second order aIccurJACy

in space we may try,

U II+I.n i A n (n n

ui -= - '- - v _J - i

ilak-i u formu latcd a tr-ial scheme, we need to knot, whether it is numeri c:i I v

stable or not.

ero:hidcr idbu shiiEcS thle f i Ist ;"Iit111 -- I-es I on, to!: fli AeC S;r
S tilik "t I Ithi A its 1Ir ' u.' I ,:it ioflS. ;III Ot thc 101 I -J[,-

1 ~i , -ACI ~ ~l,~lI W ti l I "I ,e V

,5WtI 6



In praictice, there are two inethods of analyzing any- given nunirical schemce

for -stabil1i ty. The first method has t%,c steps, first carry out a "linear

;inalysis" on an idealizat ion of the intended difference schcrnc thenl second,

tl-re the 1-031 ISCheme1 to See i f it aC*uall%' i s Stahic) for inter-eSting pro-0

lcis The second miethod is ;imnpl y to rel1y on intuition and try the scheme

%wit bout ana v1%:; is . lhe sec ond method i-' smost pu1 ar because (aI- line-ar

ana 1 ee for nanvll ideal i zed schemes are av :iii Iabhi in the lit era ture , (b)

lilear anizls i s of anI a c tua I schem'e i s proli bit ivCc 1 di ffi en It daIC to~

'.om9plexities (lexample-s: I and . x are seldom constant, logic is

nt odcc- tojprcitd ~i 0  -1v,9 Fro L fiu vi ig LL, i tUC0 :~-

rctt fLX uxche(mical , rad it le, wagne ti c effec-ts; introduce comnplex it ies),
nd(C ) Ii nlearanl si: is, %'alid only for weak pertn rb t ions, wl iia

aidequate description in weaponis aplici os.S ice A i.e~l petIn'bedJ

rcg ions exi st and arc of interes;t cve.n for strioniq expl osi ons.a li ntar

a111nal Si s for aIt I elat sovic port ion of onec's li fferenct- scheme is hig lY

desirable, dcspite the limited va ilidi ty of :;nc.h ain anallvsi s

jil ii~ A ill LIq. (I I -(,l -;III be ipo iate.d by Oiie W;I1 OIi o l? ;ilt C.)c I-

fi ci ents so tlahcj. F ( I-oSj i:; li r i n Ui. NOW We aISsu;me a1 ri)',0oiis

so I It i onl Ii, to thle I i nea.1r fo o I Iq. 11 -~d ha l~ s hCeii found !:I(]l ha

bic spt j i our 'iCrlil ;II1%Xlv :c AaI' j CoLaZr CoIi~ipo~nt is5,

hX.



We wish to know wlhether the amplitude of the time dependent factor, T,
grows, decays, or is steady in time. If T grows in amplitude all per-

turhitions, :ic lLding errors, Will be amplified and the scheme is unstable;

i! , decays, thLe scheme is stable.

Suh!.'.ti tte X F 11-71) into (11-70) to ohtain

ikx. jkx. ' n jkxi+1 jkx

-' i kx.k

Itil !.v h to obtain

- n) L'] tI 1-73

Si c' e }h eitr'e" i, f i:il,! .. i s a ro;i I nLkl!llbcr, tile second LIuantity ill

tie )1 lckt i : " I ~;I'n and %C. arc' . ua raltte d that

1 '. 11 J C 1 ' ii l t 1 i -
12 I ' " I ,I ii Ii i 'l* cJ ll . " .1 ! --

it i If i, 1 ._v n otb 1 tIs

ii' 1 l lilt it,

',', , II- 5

I..

:.

141A*

Ia



The instability we have found can be

made fairly plausible by reference to nri

the sketch of x-t space which i 11 5

trates the points in Eq. (11-70). The v C,,i VC~
range of x which can influence U.W n

lies at the base of the cross hatched t i+

reg ion houn1Tded by the l ines %-c ail'!

_. Any differencc scheme must some- _ -

hot,: interpolate x', conditions in x. 'x x.

the vic inity of x', and advance theii

It is fziirly_ easy to imagine that Eq. (1 l-7(lmay hiov sur. <Ls problems

iii this at"tc.Ipt (especial 1; f'-)! su!M'_on~c f ew C 'v'cs it Ine!.(.~ le c oll.1i -

tions at one of tile ncarest points , U. , when estfimarill4 W nn caN-

di t QIs nearby. The mcthlod is uns table b'ecauIse it uses di ffe rent e ~

of Ui in the two terns on the [UIS of On. (11.-7C',, then a-ctai valuec ,:)d

average of the adjacent points. In the LISIKI Icase; theSe VJAI airs ar ineo -

sistent and the dcfini tiron of the 1mr;art derivatmie has, i n oscs bAnk en

down.

Ups tream- Downs tream Schemne

The sKetch can11 prux i de i 1 pi a-;t ion for an1 alIte-red ceesich tbe

If . c:In dec'l si h ide of X. 1)1'% 1&'- the xI t fan.. n I

I-~ ciVI USe -I aind e.ither U oi- 1I1,a I L *'~~j. e~



This method is called the 2p 2pa-ocntem upsrezaii 7, or donor cell

d ifferon c i .. OuIr f ir st 0 XanpIc, Sct ion 1..,,~as a Fimplc application

of this nmeijiod. Normally iL is adequate to test on the sign of the vcl -

ocity at x. to :hoosc bet;.-, n the alternativ(,s in Eq. il-76).

Stabili ty analysis applied to Ap 0 (1-71i yields sta~bility Iroc ijed thc

Courant condition is mct;

= 'iv' + c t!x(l~

he havu semn that thiq Wwalem is only first orer accurate and rehlat e ly

6ult -L;.; 1 X C omp)ared to scca-,d order scheme:;. However , it is very s tabiv ai

i~js the first s,:heme siicce.:;fu 1]y app~iied in atmoispheric offects calcuhi-

tions (Ref. 11-i11). [rus tH first swue csshaul phahwashogyo~ code "Ob1

te thVe date cof th i a writin 11975) most re.sti its used in the 3tBmuSpherL'_ C

i. coninuni ty i lv,3fl )Itaj iijed wi t s, s.h''ipnv sii lay to Eq. (1- 7o).

Lax Schrne

\ less o!?%i\ :- Weth ! to St ),i I i.-c Fi. 1 -7o0 1nd one .: vIich Formnia tile

1muliJ:l t ion oft :m; ~i::i rt;irt SeCbI1.i order i.h - t h!e x w cm ;!C C .

it

IN. tile -. r .- ' I ,. (j - O -i ot'IT P- a

t
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Analysis shows the Lax scheme to be stable provided

(lvI + c)At < 1 (11-79)
Ax

as was the case for the upstream-downstream method.

The example in Section 11.2.4 leads us to anticipate that Eq. (11-78)

will be strongly diffusive since it is not centered in time and uses no

information from the point being advanced. Such is the case and the Lax

scheme is not often used alone. It is often combined with the method

next to be discussed to form a stable second order scheme.

Leap Frog Scheme

To find the Leap Frog scheme (Ref. 11-1) even more bravery must be

exhibited than was required to generate the unsuccessf'.1 scheme (Eq. l1-70)

where information at Un  was neglected in order to center the gradient
i

in space. We now neglect all information at Un  to allow centering in both
i

time and space in hopes of obtaining a scheme accurate to second order.

i n- 'Ax *i - - (11-80)

But now we are not dealing with any incompatible definitions of the

same quantity. In this scheme there are two rather independent space-

time grids, at even and odd values of n and i, which must be calculated

simultaneously and which influence each other only through the gradient

terms. The scheme turns out to be stable with the same stability condition

as the Lax scheme. It has two serious drawbacks: (1) its use of informa-

tion from two time cycles requires additional computer storage for given

resolution, and (2) the calculations at even and odd values of n usually

depart seriously from the correct answer, although their "average" remains

second order accurate.
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These incorrect solutions arc
known as computational modes and

are illustrated in the sketch. i, n odd

One must either invent a method'// True

of obtaining the correct time 
Solution

average from two or three ad- U . even0i n even
jacent time cycles or prevent l ///I A

separation of the modes by /

introduction of some compo-

nent of U;I into Equation
1

(11-80) for U n 2  (e.9., [.

replace Un ' by .91.1 "U), i or n-

thereby sacrificing strict second order accuracy. Usually the latter is

done.

Lax-Wendroff Two-Step Scheme

Another scheme which is accurate to second order is obtained by taking

half a time step using the Lax scheme (Ref. 11-11);

fl+I/2 l/ n + n_ -At A n I n2 - 'ni+ i-i 4Ax ) i -(

then the second half with the Leap Frog scheme

n+i =n At 11+ 1/2 n+l? _ n+ 112
U i 2Ax i A+1 i-I ) (11-82)

The stability criterion for this lax-Wendroff Two-Step scheme is

Lv + clAt < . (1l-s3)
Ax
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In one space dimension Eqs. (11-81) and (11-82) are normally cumbinod

into a single equation, the Lax-Wendroff Onc-Step, where we sacrifice

time centering on A and replace indices i±2 with il;

ni=n _At n/Un n\ 1/At n) 2 (U+ n+U
Un = U -_- An U. - U._ + A- 2U. _-JU

1i i 4AI +1 1-i 6VAx 2 i+ii i - (

Second order accuracy is not surprising since Eq. (11-84) is an approxima-

tion to the second order Taylor expansion of Eq. (11-68).

The Lax-Wendroff scheme requires less computer storage than does the Leap

Frog scheme and does not, in principle, require sacrifice of second order

ncouracy since no problem similar to computational modes exists, aithou;h

we have seen in Section 11.2.10 that in practice both second order schemes

must introduce diffusion to counteract dispersion.

11.3.4 EULERIAN EQUATIONS IN ADVECTIVE FORM-2D, 3D

Leap Frog, Upstream-Downstream

Write the general equation for two space dimensions as:

-+ A L + B L = 0 (11-85)

We can solve this first by generalizing the Leap Frog scheme Eq. (11-SO) to

=~t4 U. j + - U. - B ,i j1) ((-S

where the index j labels the v coordinate. Eq. (11-861 has Courant

conditions on . and y which must be satisfied individdal y

s A',t . t

- -,": ( 1 1 0-S 7 )

Fhe gvncra lization to three space dim'nsions is just a straightor..,rd.
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The upstream-downstream method, Eq. (11-77), also generalizes directly to

two and three dimensions.

Both the Leap Frog and upstream-downstream methods have the sare strengths

and weaknesses in two and three dimensions as they had in one dimension.

Time Split Lax-Wendroff

Gene,'alizntion of the Lax-lVendroff one-.itep method, Eq. (11-84) to two space

dimensions is not direct since a second order Taylor expansion in two space

dimensions requires a cross derivative 
of the form

;x~y

The cross term could be approximated directly but an alternative method is

simpler to code in a computer. The concept is based on thinking of Eq.

(11-84) as an operator equation

U = .(I + X)U n , (11-88)

where the identity operator, I, produces the first term in Eq. (11-84) and

the operator X produces the remainder of Eq. (11-84). The direct general-

ization to two space dimensions can be written as

Un+ l : (I + X + Y + d ") Un  (11-89)

where Y operates on the y coordinate as X does on the x coordinate,

and 'y produces the cross term. Rather than formulate Eq. (11-89) we

creote the La-:-Wendroff time split method by applying the process, Eq..-

(11-88) sequentially, first with X and secend with Y

U (I + X)U F fol lowed lby

= (I + Y) [' = (I + Y)( + X)Un = (I + X + Y + YX)l 1n  (11-84)

559



in hopes that YX will approximate xy'

1This reduces the two dimensional difference equation to two sequential

one dimensional difference equations by assuming advection along the x

and y coordinates to occur independently. The general method of separate

calculations for each space dimension is due to Marchuk and is known as the

Marchuk method.

The Lax-Wendroff Time Split method turns out to be second order accurate,

with stability criterion

ts2 4+ S2) t<I

( ...j) At2 < 1 .(11-91)

Sx2 +Ay 2

11.3.5 EULERIAN EQUATIONS IN FLUX DIVERGENCE FORM

The above described techniques (up-,Lream, Leap Frog, and Lax-endroff) or

modifications thereto can be applied to realistic fluid dynamic (including

MiLD) problems and yield useful results. Since the numerical formulation

is only approximate the basic conservation laws of mass, momentum, and

energy are only approximately satisfied. A formulation of the hydro-

dynamic equations is available which 5ssures precise obedience to the

conservation laws, known as the Flux divergence or conservative formulation.

I)efine the vector, , and the dyadic, 1 .

S r; ) and I -

I I+ 1 2) (pl+p V" )v 1l 9
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then it can be shown* that the equation

+ 0 (11-93)t

is equivalent to the hydrodynamic equations (11-64 to 11-66).

Flux divergent formulation of the difference schemes-upstreaming, Leap

Frog, and Lax-Wendroff-can be derived from the previous equations by sub-

stitution of F for terms of the form AU. The conservation laws are

satisfied within limits imposed only by finite computer word length because

every term of the form AX) F i which is added to a given cell is subtracted

from an adjacent cell.

The sta-ility criteria for Eq. (11-93) arc similar to the advective for-

mulat ion'

Upstream or Leap Frog: s - < 1, S - < 1

Lax-Wendroff: ( 2+2) . 2l (11-94)

Derivation of the equations of hydrodynamics by substitution oF
L(. (11-92) into (11-93) followed by manipulation is straight-
forward provided the reader substitutes (using the continuity cqn).I 1 .. .. D

' -. v" = - 'V- ) + ov.- in the energy equat ion; otherwise

it can become exceptionally tedious.

Vor three d iInen Sions add the third condition to Upstream and ILeup
Frog; rep lace 1/2 by 1/3 and include s_, Az, for Lax-Wendroff.
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1.3.6 MAGNETOHYDRODYNAMICS

In order to account for the interaction of conducting fluid with an oxtcrn-

ally imposed magnetic field one must .include magnetic terms, presented 1r,

Chapter 12, to the momentum and energy equations and a6d quations for the

magnetic induction vector , B. These additional terms cause no conceptual

or stability problems Ref. 11-41; they arc described in a cle:ar and cursorv

manner in ReFerence 11-S.

A practical problem does arise. In additien to sound - liu waves. one of the

characteristic velocitics of propagation for leonit "iinal ,..s .i a ht;.drou-

magnetic Fluid is

and in addition, the tensile force associated with A al lows transverse

A'IVt.!I I ,uv u, Iii pF'o)i!ltlght , l Ut 0 With irQl (A k 0i t Phl t t i

eII Q ad IthIari wt hu in to wlo, iIUC lI}t lI ...[ .p Kamm T1i r nn:

I (w, on, < c, h wIo di a'n attiontlli if; :il IlU toth ii iN '1 % !

IFven more frtstrating is the fact that typically the region of space w.'herc

tHi oc u rs i's 1" s um I Uec uprier n'I ~ i e thog i .hupu ~ i n"I M or 1 nty+ a npoi z'

throughout the cale uatlut.h

Several attacks have been made on this problem hased on sacrificing, accuracy

in the unintercting portion of space which limits At.

One schc.:, ctlrr(ntly available for explicit difference schemes (Ref. 11-6)

cn~igt- in .pucivin, a maximum prop;g<ntio," velocity, v then adding

a ,o-, i H ors density to thu mass density in those tcr'as involving iH

'orcs o n I the fluid
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,"--o + .(l~\ (11-96)

Substito i.on of E'. (1.-9b) into (i-9S) yield; V the iT ng

An alternate approach is to f,.rmulate Lhe di ffer nce equations impl ichitly

(R, f. :I-7). Unfortunately no fully impl i cit formulation of the Mli) e wna-

tions in two and tMree spac,ti.ensions has yet been nchi eved Yo the prob-

lem of large C.A is only partially alkviated by this technique.

11.3.7 GENERALIZATION TO TWO FLUIDS

'he qagne.i.c forces "-.t only on the iized component of the air. These

forces affect thu neutral component ony. indirectly via collisioral :.momentu,

exciangc heiweeo the ionic : md :Putrl 1 mater-al. Above i0) km alttud

thi s mIoentum' eChln.2gC i..C(ccs weak, and substantial relatvu celo,-i ties

between ioa.z-d [o" neu;tral zCOnmfpOnltS iay Cccur in regions ,',re ko 'a -l

;umher densLty is less than 10" cm - . ThuF , phenomenolog cod,.es for ra:'-

at o..s above 100 km n titu , usial]', carry : ,. sepirate fluids to repriu'-

s,-nt the ion.:ed and neutral component.

No io Mido treatnc suffers hrom the conceptuM". proble2m t ait in regons

whe"ore th. !o-ncutr'a -,OUp . is ,Li,, the nutral-neutraL a"Plinq 0

C'e wcno ( Vion-ne'atra i cross sectionls are grcater thn aCeltrn,-;;eir

,ro,:- :-n-o;r-o.P . thus casting .t;':bt on, the 'alidity of vrc.:r' . Of-,

nufo a. ai :100 foc c>Y A C 1 rQt 10 "OKA N~ '

- ":',,l thV 101 M"',4 with : I . t.: : C T t : n: i e u " In

1ih' ;"n .. .st Ayn: tjo,.at ei cum::puter 3-y"a-r. _ . The t..o R aw~,. el~ati j- . ha:,'

;V~~~~~~~~~~~~~~", ! nrn rp k Fn',vrgqqnmnu.1 hr,.



therefore will not generate gross inaccuracies in most cases. They allow

the Independent motion of neutrals in the important regions of weak ioni-

zation, and the coupled magnetic-ion-neutral motion in regions of high

ioni:ation, to be correctly simulated, and thus represent a definite ad-

vance over any single fluid treatment.

Straightforward addition of quantities to the grid and terms in the equa-

tions of the chosen difference scheme can accomplish this importait gen-

eralization with only one new problem arising. In cases where the momen-

tum exchange length between fluids is short compared to a cell width a

new, very restrictive, Courant-like condition threatens. Fortunately

the two fluid interaction can be formulated in a way which avoids intro-
duction of an additional stability criterion.

A simple approximation to the ion-neutral interaction terms can be

written

Plyi : P 1P2X(V 2 -Vl) + F1  (11-97)

P2v 2 =-P p 2X(V 2-Vl) + F2  (11-98)

where subscript I refers to ionized fluid and subscript 2 refers to neutral fluid.

X is a constant if the microscopic interaction is via polarization of the
neutral by the ion; addition of other processes (principally charge Cx-

changel complicates the following development only slightly. The F's
represent all other forces, self pressure, magnetic forces, etc. , taken

constant over the time step. Def ine the mean velocity,

<v> = (P 1 v 1+o 2 v,)/(P 1 +o 2 )
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and the slip velocity,

v S =v 2 - v1 (11-100)

then Equations (11-97) and (11-98) become

P<v> =F + F2 (1-01)

and

vS =-pxv + F2/P2 - FI/pi (11-102)

where o = pi + p2 is total density. Equation (11-101) is the single

fluid forvo Uquntion rnd i: Solvod along with the othor normal MIID eqla-

tions, subject to the normal Courant condItIon.

Flquition (11-1 02) cnn he i nt grnted inn lytica I ly to obta.i n

n = (F,
n ( 2/QQ F1/p/(pX)

+ [V - (Fl - F- l)l(pX) ] exp [- pnxAtJ (11-103)

which of course is accurate for any At over which p and the F's can

bC considered constant, that is, first order accurate. The eergy cqua-

tion can le treated in a similar manner.
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11.3.8 MIXED LAGRANGIAN-EULERIAN SCHEMES

A number of mixed Lagrangiall-LiUleiCan scheiies have been devi scO in; :ii :*;r-

tempt to combine the advantages of the two trcatinents. Suich ;hieim'

made ain imnportant contribution to atmlospheric effects -Ind1 to other i.r

dynamnic applications;. Theiy are v'ery di verse (reflecting di verse im; n

often very- complex, but they do not represent any add it iova 1 Jhx;i cal ,Oit-

nomena. The general approach of most mixed schemes is i f1~agran-1iin step

calculating fluxes of hydrod ynami~c quantit iec with respect t~o the f, 'edv

grid, followed b-% redefinition of the qluantities in the fixed cells tr

of the fluxes (rither than a motion of the gridc to fol loN the nuteria 1

f lux) .Philosophically, this amiounlts to a rcturn Lo the hig~hlIy i nt'iit ive

donor-cell approach of straightforwardl 1:'calulatinlg transportet cuantici es.

Trhe interested reader is directed to Ref. 11-8 for a generolizod attempt

to reduce diffulsion. Other, philosophically different and !-aoro u~~t

sclhemes have been developed for Spe)0cialI pu)LrpoQ;S; see Ref. 11-9 for' n1 a -

tempt to reduce diffus-ionl, op~timized for the case of mostly radial I (xnl-

sions, and Ref. 11-10 for anl attempt to reduce dif-fusion in rcactinl cfhem-

11.3.9 BOUNDARY CONDITIONS

i %o types oft boiindari' s ;Ire oncouintercd in atmospheric. c' f- cts- mrk,

reflective and transmlli tt ive.

111 reFlect i. y bollidrirv.. col ~ilio occ'lrs (1 i hlxoW11f v

C ~~\1iii~U r(u: "d fV r ti'.o :;c i:1~ Ti1pieies 2a

aIof I (nl V

I.e t: . .C



~ItI t bO ii I IV01t L.glted (,IS theu vy t I. liI i c,, I r ~a J a hl app i'oa c 1w ; ro , I IaId

OCaSiOn01 [I i nor modi fica tioens are requlirQd , 'Out in gencra I rcflect ive

*Transmittive boundaries occur on the top, sides (except for thle axis or

asymtry plane), and normally at the bottom of the mlesh, thus it most

boundar ies. No method of general validi ty exists for calculation of non-

linear (e.g., strong disturbance) fluid flow through a transmittive boun-

dary. Thc number of detailed tre-itments Used for transmittive boundaries

is nearly as large as the number of boundaries in existing, comiputer codes,

but the mo-st popular method is to devise a scheme which assures approxi -

mately zero acceleration to be calculated at the boundary. Thi s method

is satisfactory in that it introduces no obvious g7ross errors into the

calculation, although ova luat ion of the magnitude Of potenti al errors is

very difficult and usual l1V not done.

One other m,.ethod has been adopted to address the transmittive

b)oundary problem for side boundaries in three space dimensions;trans-

mittive boundaries are replaced vwith periodic boundaries,* wherein one

simply usc conditions fr-omi the opposite side of thle mesh to advance

(1ua'nti tieS near the boundary. This method has the advantages of sim-
p Ii it' anId mat them~at i Ca I rIg- or 1but li mi t-- thle maX i auin~ problemn tLime to

wh i ch p'hvs i Cal ly meanlingful results m .ay be Ca lculated to that tLime ait

Whlich an e fect of one, of the mae di sturbance , reaches t hc revi on

at rsta sCvee reCstrict ion oni thle utilitv of Such I treat,-ea7t.
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CHAPTER 12

PLASMA PHYSICS

12.1 INTRODUCTION

12.1.1 DEFINITION OF PLASMA

A plasma may be loosely defined as a gas composed of charped parti~cles.

However, sonic qualIf icat ions need to he added to this simple statement, in

order to convey fully the commonly accepted ticaiim of thle t erlm.

First, a plasma can al so contain neutral atoms and molec-ules;1 in fac:t,, :t

can be mostl y neutral. A* gas is cal led 'a p)lasmfa if it conta ins eniough free

charged particles to affect its propC i-ti Cs of ititC Vs t , fur C.\0qIilC', if it '

electrical cmnductiVity- IeCOmneS sign-ifican1t. Thus, the definit ion depenids

on the problem of interest. For most gase-s at ronim temperature t!-,. i olii:.e'!

fira:c ion is fnegligible. At .1 few thousand ere Kelvin it t can he ;ipprccli

able, and U.t tempera tures ahove a fewI e'V (electron volt ;: 1 ev I mC'K

t apprnac:hc- uli t:. HImever, lihtei-pera.Iu n lot aiasneet10eC a cold

gais -subjcc~ekl to a bu-rst of ioni, ng rajdi:it jn will form a plasnv until the

free electron,; and ions prodLiCLcd halve had t ilnC to reComb 1ic to f1li trad a!071...

Second , it is Coventi ona * to Cal Iia') 1ot' of A~ L' 'iz ie 11

On lv if thle prilsi~tlamI'it 'pp'.I'e l %im eii-&a o'Aait.\oA tvlieal. o

e 1~ ~lm ov ing in g!i veulec no~ nticte1.s li c 11uim 1 ved i M r of

ugi 1pat i (-Ie m i-chanI i c n ian i n r en se Imici;i I n:t I hv iC t ,,) Ie I'nn

Im>ie ~ s mm t ttm i ;t I Un d It t ' tiII~o d. t 1,

o(I ..( of a1 ;' II -;; 1' i 1 t 2O l f I I])!. C p ,i It C . . I ll I ',- m .',"i t i.

!I k:-~ in I id C -t Iii nis :X1er I 1;-jin.2n a0n; d 'I aS C 11 Vl Cd !, V t I I

L I I t I 11 n 1 t- I



An atom or a molecule is a collection of charged particles that interact

appreciably with each other, and as such could be regarded as the low tem-

perature, quantum limit of plasmas with very few particles; however, nothing -

would be gained by such a viewpoint. -The name plasma is usually reserved

for more macroscopic systems. These systems call be quantum dominated, as

in the case of free electrons in metals, charge carriers in semi-conductors,

or aiv soij.;-uensity material at temperatures in the low eV region.

At lower densities and/or higher temperatures, classical mechanics gives a

valid description of the motions of the particles. In this paper we shall

restrict our attention to such classical plasmas. Note that even in classi-

cal plasmas, quantum effects enter in ionization, re(ombination, and other

atomic processes; however, these effects can be separated from the problem

of the motions of the particles.

Lxamplos of natural classical plasmas include the ionosphere, the earth's

radiation belts, the solar wind, and most stars. Plasmas are made in the

laboratory by olectric discharges of man' sorts and by letting high intensity

electron and laser beams interact with matter. Several types of electronic

components are plasma dcviccs, for example, klystrons, magnetrons, and

vacuum tubes in general; these involve special plasmas in which charges of

oae sign, namely electrons, are dominant.

A nuclear explosion is a prolific source of plasma. The nuclear device

itself is likely to be initially in a density range near solid. Ilowover,

the temperature developed by the release of nuclear energy, either fission

or fusion, is so high (in the keV range) that the plasma produced is approxi-

;:Jtel) classiCl . For a nuclear burst in air, the air near the burst is

ionized and heated by X rays and by the strong blast wave. As the altitude

-T of the burst varies from sea level to high altitudes of 100 km or more, the

density of the air plasma changes by factors of lJ6 or more, and there are

corresponding changes in the scale and scope of plasnia effects. At high
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altitudes the geomagnetic fiel'4 plays a significant role. For bursts under-

ground or under water the scale and scope of plasma effects are reduced.

12.1.2 MANY BODY PROBLEMS

By definition, the g eneral p lasma pr obl em is a many body problem. We can-.

not hope to solve its equations of motion exactly, given initial conditions,g

to find its behavior at later times. As a practical mnatter, we cannot even

hope to state its initial condition in enough detail to warraInt exact sollu-

tion if the latter were possible. We have to be content with less detailed

descriptions of thc state of a plasma, and less accurate equations for pre-

dicting how the state changes with time.

A similar situation prevails, of cours.c,, in thc statistical miechanics of',

say, ordinar)' neutral gasos. !r tha't su'lJct the state of a ;as 1. -1)0 zi 0c

by giving the iverage density and tcmper-iture (or avecrage. energy) . Ili thc

extension of stati stical miechani cs to gas dynamics, these avcraye quant itie.s

are allowed to he functions of positi on, and o'n average ve loci ty is i nt ro-
T1dUced, also a funct:ion of position. These averages cannot bu defined at al

wn' t , but must ho defineJ over vol urm Celei~ts which are l arge Cenough to0

contain many particles, but are ric'ertheless small comrpared with 'Jistain:cs

in which the average qu,-nti ties vary appreciably. It' such intermediate

,;i zLd volume11 clerneitS QXj5 1 , theC- the equations of g~as dynamics may predlict

Withl sUine ccay the S~bSerquenc .hon-cs inl dens >,, t'1111101%0i!C an1d %ye]oc it'.

A\ further, 1 es . obvi ous requirreQ1t fol r the ' iiIli .i ty of* t icL 0ejuat i ais Of Y;I~

dynamic:, i nvolives the coliIsiont fi-c-qiency and tHIVC ~lii ln rne~rr fv' c paltI

Namely, the di stance ind t ine scalev- of the varlitio~is in (len;i ty ,

trc anid veloc ity, whiose ;iih1seqtrellt VI;jiis t~l 11reCte, at

lonig c)IIipled w ti tke co I -on nel;rr lie'- path ;111, coil is~ion re';pev -

t iVelY. iAther'WiSV, theI V:11i ill ioils willI diffulse lway ill iildiv I ;lii part i C I(

mrot ions, rt her- thani by :ollectl y_ mot ions lescrjheod idlequa tely ill t.

the C1 biC (j1,tdititlL .. A gai ; ol* rinClldr JIIiiCe wiltt



the simple and characteristic gas dynamic phenomenon of sound waves, for

example. The collisions serve to retain local properties long enough for

collective motions to develop.

In some plasmas the collision times and mean free paths are short enough to

justify a gas dynamic approach. Then, for a cold plasma, it is necessary

only to include the electromagnetic force on each volume element of the gas,

and adjoin Maxwell's equations and Ohm's law to determine the fields and the

current density. If the charged particles are hot, thcir pressure gradients

modify Ohm's law, leading to thermoelectric effects. Magnetic forces on the

charged particles can further complicate Ohm's law. resulting in the 1,all

effect, or tensor conductivity. While the completo set of equations for

magnetogasdynamics (or magnctohydrodynamics, as it is more often called)

is somecwhat mor formid:a-le than for o;-i ,-ar" gas d,,aaic., thv physical

approach to the many body problei is the .-anc.

It is important to rcali ze, however, that there is a basic ,i t.-: nce

between collisions of chargcd particles with each other a. collisions of

netitrail partic1es with neutral I1 clirg4'd particles, because of ':I long

range of .2lectromagnetic forces. '1wo neutral atons, or a neutral atom and

an ion, do not influence acich other's -notion at all un less they pass within

a fe," Ang.tron units from c,ch other. Ih Cioulojitb force, hwvx r, falls

off with di stir. r oniy as r .lhus, the forFc on a gi c;, "o.

due to ether ions I vi:,,, in an el ncnt ,. of solid angle and in differential

t.:dins f li n the gi% . n B : is

C ,

i le-e . iL th' charge of the ions and N is thcir average number density,

lIs, cqtal l Li IOS COfc 1c011i all radii . It is this long! ':Ine property that
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allows electromagnetic fields to reach macroscopic values. The macroscopic

electromagnetic forces can be viewed as collisions between large numbers of

charged particles at macroscopic distances. Now of course there is usually

a lot of cancellation among the forces from distant charges, because they ..

have different signs of charge and lie in different directions d2. Never-

theless, plasma problems of interest often involve macroscopic fields. To

handle such problems in the gasd)namic framework, one can divide the Coulomb

collisions into distant and close collisions. The distant collisions are

treated via the macroscopic fields, and the close collisions by the same

techniques as in neutral gas dynamics. The dividing collisiooi distance

is the Debye length, which will be discussed below.

The discussion of collisions above focussed on electric forces. In a col-

lision between two charged particles, there are also magnetic forces, but

they are of the order (v/c) 2  times the electric forces. Here v is the

relative velocity and c is the velocity of light. Usually, (v/c) is

a very small number, so that magnetic forces are negligible in binary (close)

collisions. However, it often happens that for the distant collisions the

magnetic forces are more important than electric forces. This occurs 

whe;; he plasma is neutral on the average, so that distant electrical forces

tend to cancel, but there is a net drift velocity of electrons with respect

to (positiv) ions. so that the magnetic forces do not cancel. Still, there

are situations where the distant electric forces are significant, and we

shall see such an example in Section 12.2.3.

The presence of a magnetic field leads to some localization of properties

similar to the effect of a short collision mean free path. The motion of

a charged particle in the plane perpendicular to the magnetic field is

circular, the radius of the circle being the Larmor radiu!;. Thus, charged

particles cannot move freely across a magnetic field, and this provides

the localization mentioned. Note, however, that the mot ion along the

magnetic field is as if the particle were free: no localization is provided
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in the direction parallel to the magnetic fieldl. If inl addition thle sc~l-4

* I lision mean free path is lon~g, then we have at lroIbiem which is clear]': I
- bevoi'J the scope of the me rtods of oli'dinr in' as dy'namics.

[ It is the problem of col lisiottless Jpl:tsiils toward which !;ht t of the recnlt

re'sealrch Inl pIa s:111 phy'si:cs has been di rec tedI a1i1d thatt Will occIIpyN ;:o0s;t 01 k

o11r atteitti 'I ;11 this Chapter. Uur emohplasis here( will he on phinsl con-

eepts,* nehd fCalculation, and general resuilts. he sliill n hiix uI

;'[)ic to SOl \e inanel~ly im inl doetaiil; tlhc read1er , ill Ii. c to rerto

liti. Xt C1 ti'isVC tFU ZI t Ie '.'J deCtaIleI d dIi se CLit 10 11 0 Z w i die r:an'it cao

1) r01) 1 C 11s

12. 1.3 uri!>

We Sha11 tol low the a iliost unliversl ': lven jot[ ill pN;1 itl J h\'k; s ill the

use l' es1 G als s tanI..i.1 l its. ill h i5to! c.I reatson tot'- thlis II i preb-

Wil I it C lOSe iSS~c Iilt til Wi it r is va the e t v ii nor

issoc Iittioti %,ittI CC:t ii1L n.'i tili ri'iiit' It i je oC:,IlI's iill i l i'is s

th:it one is cail led uJpon to r a in a:ii:iet1l r'or al voltmeter.

'it tie -I K es n S~ i' ~r~s aild 1 e I'C t i I't Miii tl'ed Ill

cI t. tt'zC :It i c Mi)j tI ii " SH kli I c k1 lie ts lid malx i k v 'itL.'IlJ ; tie !IC te 1tied

lit ICt. Itt tyet tt. 1 1i it -s (':'Ll . i it'II i'jht OIl I - lit.' c It't.
0 
T i tI. d

I 1

5' . tile . .;',c Ilhc Wicite I Iitilt i> tcciiiv:

W I icUt.' t



- e - 4.810' 3 esu. (12-4)

---

A density N of electrons (per cm 3 ) moving with velocity v makes charge

density o and current density

i- = Ne, J = Ne - . 12- .c

The conservation of charge is expressed by

±I+t + "I = 0.
C t6

The electromagnetic (Lorentz) force F on a moving electron is J

S- - eOK + -- Rj dynes. (12-7,

The energy density ct in the electromagnetic fi(ld is

Cf = -L +B2 1 ergs/cm. (12-8)

We shall often express particle energies and temperatures in electron-volts.

The relation between eV and ergs is

1 eV = l.6xl0- ' erg. 12-9!

The relation of Gaussian units to NIKS units is given by:

I e = 5 10" volts/eieter.

B: I eI (gauss) = 10 wcher/ l " . --1,i

Current: i emu (;banlp) = lO imps.
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TO 111'11

Thlescecquatt Vns need to be u)sed oni an i nitia;l conuitions , or in static

prob 1 ems . If they are Sit i sfied initijaily, thien Aprat ions 12-2 12- 3

2-oj i;li ei;'tc n1awy be0 s t i sfied.

1?.?. LK'k0ALFQ ii.. 'hL't

We silbegin bydMcw~sing sornc aspects of' p iasmars at thermal eqiibium.r

a% 5511;'ic- thz! j-t;1; aai coiiiposc oiF c Icctmrns anrd o1ne spCCio of 0'Pus i -

iic ions of chage u- c - Kbing th eiecItrorn carge. Iet the ;ierage

de' .>it. oe i(it, 'V \ lectrtins peri -.ni t VoIinre,. 1i%, 510111assu

ti; tick p)lasmi i i ; niujt -al as- a whoic, so that tile .1%cixi ge ion dens it' isi

lot the teopieroittiri of electrons and ions be 'r tone i've units).

12.2.1 KLSPQtiSL TO A l)PE~Pf[i'IN(- ELCC-TPCcTATIC POTEN I AL

Sipskc wc try, to int oh clic(tvu. tatic po0ten1t il irlt. ThjC'iiii., .iV

pa! ing ali electrode in the p];isr.-.i :11d iiiplyiil aeil.get it reHiOspC't

ti) tin' !I-ni:ni t n udr to keep tire -Itn :1 15.i gii briiiii

tic elec, %trode Wil 11he ina.sined t'. b1r a efetrflco of elec in-Js -'1,;

1(11, . tn, ijli'ctro,!c is not) i -mnl iiij surccl of -i thi-'pirticies or

ea i IL h. Ii no on I I IV Ia '1C to do%,(1- i i .t i j t v I- Iu

c i &tioiil 1i-1)I~~v I 1.Vt 0 5 cl i' - t Ijt o HiM.. IP :o i V I

Ii:O tXc. or tclg;it i\ en L, ci' 1 t he imsfin til el 1ec t ''doJ Iil ic
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To describe this effect quantitatively, let ,(r) be the electrostatic

potential function, which depends on the coordinate r. Then at thermal

equilibrium the density N of electrons will be given by the Bolt:mann -

law

N = N exp(e /T), l2-In)

and the density N of ions will be

NN = e. pv- e ;/T). '12 II.'-
N+ exk- C -/T

We shi~l tak- -0O far from the electrode, in which limit

N N -- N , 12-I)

so that the plasma approaches neutrality. (Note that the tLta l numbers of

electrons and ions in the plasma are !nOW not quite equal, so "hat a few

electrons or ions had to be c:nitted or absorbed h" the container wall,

and a snall shift ;ii N might have occurred.) Poisso 'S equat ion 1t 12-12

is then

-: - I -Icxpl-o i I) - oxn; e iO j 1-U

P lis equat ion can be nm de dimensionless by e tt in.,

-. i-

unit of I cns:th

Ia these tliits we find

-t- i t-:t I
*" = e e 1 - .'

ri

.. C



where '2 is now to he expressed in tem ftesae eng.Th

character of the solutions of this equation can be unuerstood in general. ..

without much difficulty, but we shall specialize to the case whecre C' < < 1,

and assume a plane electrode. Then if x is the (scaled) distance frori the I

electrode, we have approximately
t

"5

_ ., - . '

Te solutions irf

In order to have - - :eep in then plasifix ws Choose the ;isnus si y rohe

in olroriginal units the potentil is
HIL " ca"k lll * i - l-Z'.

t I-

iii

tt

= C: e 2-2,'

hnrer Sito haie t Lieiep in (1-he liv'i . Se hoeth S; inu. s~lii , l.,

iint ouir o oxgn e ntstra the ;:lir:ix 1 ePC]!S(72

lie, 'in it.. ,,, h .. ..... u:' gt ia  i s'o,, l c.- t ic :sr: !' e lyo:nc 5 ,f t c :''!'
! . i~i:' l)]~ tJ ll O il~l~l i~ l (l lq ! ,it I v'ii4 t Ii, i ' .1 K l i j'; ll , I . :}

t lit\" U~l. [i 'l CON> HI U t- i iiicr th x> I}c '> :t,,Oi H t v'l, Vtv'- i _- .

*Ihci' iQm 'its lonh tisc is ic'e ih :Iecn,Jeii tcb h, c:n I J> , .:.~l

-'a- that 5:OFC.tO iCC'SH;iiSi>, ;iC}i jS e"n}iiSi'hls. i.ilti"it,-1. E]ih,% tbn> Ixl.-': t.o

58



12.2,2 FLUCTUATIONS IN CHARGE DENSITY

We consider a small spherical volume element of radius.. a in a much larger

volume of plasma, and ask how large are the fluctuations in the nuLmber o

electrons inl tile voluMe eloment. The averagL- nUmbcr of electrons in the

element is

n =---a2N

On the average, there will he the 3ame aMOUnt Of po0Sit -'Ve JSrg as neg;1t i

Cha rg F-or Simllicity we Shall n-,sumc- that the posi tive Charges" alrc I iNC..

and do not fIluctuate, although,1 it Would be easv to treait thle comlplete

uolem.

I f we neglect thle Alectric forces, which tend to pres;erve cutV i

rm q vanr a I i on 5 n of elec:tronS WOlIJ be, from purol v random Pui ssonizan t
Statist ics,

'Ihje 0CCi I ecr C iet cnt i A I U 11 1' <soc :1t Q! W ith suc an, e1es ;11)g C w 1, I Ii

to 011d to0 opp"os e thle flue t :i t i Oil. I lower i i mjit to thle poteuti'.i i I vunzv

can11 1he launl.] b." ',hau t the LN.eSchArge i es lea 'h out side of

thle s;pliele, so that

the , I' I v .,1 :-Ij0



According to the Boltzmann law, the probability of a Configuration havinp

potential energy Lvis reduced by a factor exp(-6%V/T). If SV . is smallI

compared with FI, the potential energy will have little effect on the flue-

tuation; if 6V is large compared with T, the potential energy will reduce

the Jprohaility of the fluctuation. Thus, random statistics will apply if

i ft the rad ius of the volume element sat ist e

a << 1 ie ~) (206

I IIHSf, r; 01 ume1 ci ement s wi th di mensiom. smail compared w ithI the lDehye

length, electric for-ces cause no0 Shift Of randWom1 statisti cs toward

nleaitra lityv

if a 6 .the effect of the potential I. I he large. Vhe may estimaite

thc me1anl £1 uctunat ionl ± n in a large vol un, by) setting the potential energy

t'(jial ITo 'I

teii ict ct i tisn depI;ilrt 1 C5I Irom nateni ltv y v 1w f.tc tar ' thin1 for I
-9.t rido~i talt1sti 1 S.



12.2.3 THE PLASM FREQUENCYr
'MTat large volume elements remain -more electrically neutral! thatn randoni

Starlstics \NOULt ilIIN i (iaC, 01 coarse, to thle fact thac e Oi P

att rictod towards it region having excess positivecag ol -c. e

I von- a regi en cc.i th excess ro gat ive cha i-ge. l111e fiinite ci cci ron iiR:cit

thait the t11:0o to neila110c excess cliiecc!c±0h i~cc''

theo lbsenice Of colIi ion V lulls.i It th' o

neiicli"~~i here.

Mo os th1:4 We ilei' p 1" U is iii~C I 11hc' (ciP)! OuS I-TI iPl-S ci) Ali-1.1)! c

cind then lih, c hmfxdfc ctn.Ai'it hredni;a

-~ , L L I, C:i I 1-

tsnct ie %:ch h e choose to e ko r ,w relase t cv pcr! Qvv

jJ t I' !< 11J 11 1, i 11~ w i Q i 1in o ' I its t o dc t i 1v i 2 r 1 R

I~ 0. ti .1 C i Ie tic cTon i'~ C Cv Ie~ 1' I. 'wt W)'ic e.Skc -
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If ion motions were included, it Is easy to see that the only change in

results would- be to replace. the electron mass in Equation (12-34) hY- the

'reduced mass" mn',

ni

The analysis above neglects collisions. We may includo collisions hy

assuming that electrons collide with ions or neutrals w th frehent y

losing their arovcted velocity in each collision. inln Newton's law

becomes

-V e -- I £ :' - ,2 -,1 -3 .

at 1

and the equati on for the current i12-32) bccones

-- * ":J = e--- .{1 - 9

:t nic

Kith Maxwell' s eqatLtOn (12-3) WC Obta in

a I , ir  o12-I;t" ' r* ) .: O,

which replaces LFqLat ion 12-33 (again -1= 0). fl' solutjol of this I
quation is o thc typc

J4) :=l(r) e cos . t. l1-11,P

IHcre the fl'qujency of k--ci I l lon, is shifted 1- the col Iisionis to a

llk'l',ne Vii I tie, J

.. - ... . 1l2- ;2

5L6... . . --- --- I .. . ..- .. T ... ... t . . . I: :- " " " I . . . .... ..
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The oscit lations are also u.mp'ed by the calliisionis- thus, in the end the

initial charge distribution w~ill be, neuitralized and forgotten, the potentialI energy having been converted to heat.

1W NIO tii~k )1 f! uctuat jils 4n; i plasma as being produced by random met ionus

of pariiidicsl hirticlesni-. oppovsed by the cal lectivu tiot ions of? all

Iea elect-rns.-. the, p'1 ama osc il t ons . fhit p1 ,smix ascii !lat j oils

cnul ieut ral i l'LntIiMt jOns Wh i eb a re no re rap cI t h anl 1h110 i~f

ilutlotatiofls in a \Ocl1- ctn > imenision a ncta a t fr-2quenc i''s

ot the order of v1 /a, i.;e v i he thermal vc .i] o of t he eectrons

'I ~~t Im.T'2 :3 '

ii .1144

iL

1- ,l 1.'0 ~ ' .-11 ;Oillt ,I-n:lo l, v-, L I lk te tarc i -, ; , 'a Ihi '.

A ,: -l it 1-, 1,1I.c ] 1 ]C ,

'I I I. , -on



Thus the conductivity c may be defined as

z, (e W _ (1 2-477)

The -elation of the units of condUCtiVity used here to INKS unit,; is

J(Cm' 0. 30 --t Mho/meter).(2 )

A\cco rd in g t o Lqu.,i: on 12-421 t he nIa sma osc il1lat ion will1 dijsappea r I f

'o'icr- damp ing)

v -, 12-h)

or, fron (12-4' , if

1 t t A C, i "0 0: iod uc:te 0 r ll i n t, t hec vri imip d 1c ls. Tn 11 :'a Zkc 2 I I
copper, -- 1*l so,: and .'s'; 2.5,10" cm , eca *; (1c'

thus, LOpper shokild andi ",ocs uxlibi t n'lasii'l usc:i Ilatiols. a dto Iost mevtals.

If' the plasi- o's il itions are- Str-ongly' OVrdup- ,thn h t i lie dependenCe)

of the Field firm in initiatl ch;iroc distribution isi-3

where



The two solutions here are needed to accommodate arbitrary initial condi-

tions, since Eq. 12-40 is second order. Choice of the plus sign gives a high

relaxation rate 'y ,- v; this term *in the general solution descrihes the ad-

JLustmcnt of an arbitrirN initial electron velocity to that which can he

maintained by the electric for,c. Choice of the minus sign gives

an cs-ic helte deci.N of the field ind :1harge densi tv. 'I11 h is s t

rclayat ion rate qutoted in many textbooks. onl electromagnetic theory, where

thLe relation .1 z cIf is zassuricd. it is not valid in most -mctjlS, which arc

les s than cr it ical ly damped, so that !jua11t ion (1 2-11) 5,ho01-d be uIsed i uS tcadJ

of L 12- 51).I

12.2.4 COLLISIONS AND THE PLASMA PARAMETER

]in Sections 12.2.2 and 12-2.3 we Showed thait random statistics applies ill volume

elemecnts with dimensions small comapared with ., 1). lis meanis that in col -

1 is ja~s between at given particle and other par'tic les within its lDebyte
<-fichre, i~u miay regard the positions of thle other particlcs ais hei no pulrely

random-i or ulicorre] ;itcd. On the other haind, for volutme elements wi tim

ditmens ions large comipiired tith .1)' flutittions from neiit a!ity are

roiicd eI C 0i is weaCn S tha:t the Coijl omb) Forces onl at L iken pa'rt i ckI frni

d i Ia !!t Ig eat I r t han p). r t i c Ics t en d t:o c anrcelI movre pe I-fec-t I y t hI

ithle pos it joims of these di stant pa;rt i ceIs vere randoii. 'I1w reLsuilt of'

thime fact s i s t hait, i n accounting for t lie p)aTt I cii! ate (AS 01pp1osue to

coiit iIIIIA nhmut)0pct Of aI JIJSilia, oneC needs to incluide >,catterilng (a 1)a11-t iCn1-

l atLe e ffect )of a _g iven pa,)rt i dIo onlIy f rom parI-t iclIcs i t Ii i 1' i ts Iltebyc
sph m. idtile oS it iOnIS of7 Sh -art i -smyb ae ob atirI

MMoii Ji sI jilt !tiat ideVs allt'C1t the I'IV'en p) 1 t I .I( o nly thmiighm the :%Iolae

coIt it! ur i c t I)they produce,

]~m;I t is til e nilan i . ofart idleCS within a1 PCby7V ph i .')1VIC (?ll' deei 'at ion)

.Ini thle siiiicat cm ; .1citd t h;[t t I )tmrtKe th stsi:



formula (12-23) and our estimate of the potential energy in Sec. 12. 2.2 are

not correct, and it is not justified to assume that J can be approximated

by a smooth differentiable function as we implicitly assumned in) Sec. ...

By direct calculation, we find

N A N tn--l5-3m
D 1)r L N1/3 e2

Since N1/3 is approximately the reciprocal of the mean distance between

neighboring particles, N'I' e is approximately the mnean p)otent ial eimer4y

V nof thle interaction between neighboring particles. Thus, thc conditionl

N D>,- requires that the temperature TF he large connared with i- 1

if " were equal to N-1/ (which would give NDF =4/)Us,. of thle

results of Secs. 12.2-2 and 12.2.3 (even thiough based on fauill v ;rilninnt si

would say that even the posit ions of neighhiring ,)articles are begin-

niing to be correlated. The fact that this hiippens when T =V is Coos is-

tent . Khecn N ->1, thle fact tllit T V exp];ai is why ti i ghhori Tl;

particles are uncorrelaited inl position.

N ) is called che plasma parameter. The Stalt i-tiild tiVOmY Of parlt icnI!.Ite

effects in p ia sma s is baced on thc aissuflpt ion that

NJ > . : 5

I he Cre i 11no we] I I- dcvc I opel! t hi m% ti'- he1 ( cai.-;c N. . We: -y expect th.!:

in Such (c-;s', mi'cii~lhori ni ions.- ;.11( elecvt iris woul1d i:i off, to 1*or)i:!

JCIett (J dS i-;it P. 4ifl- Ie . 11, rJCT , CY e olm tojI i ci ase 1i;:.

ici-per im- L*; cIi~ toe tlIL~iik c 111t. ): i- l,(V li.
t i O l 1 70 CLII I t~ ll iv T.(.;l tc r t I , t tl



r

12.2.5 FOURIER ANALYSIS OF COLLECTIVE MOTIONS; LANDAU DAMPING

Ive showed in Section 2.3 that a perturbation in charge density, if imposed

on the plasma and then released, will oscillate with the plasma frequency.

For many purposes it is convenient to Fourier analyze the space and time

dependence of such perturbations, . ., to regard the total perturbation

in the electrostatic potential to be made up of the sum of terms of the H
sart

• ?r~t = ( ) i(k°r '-wt ) (1 - ) k

where A(k) is an amplitude that may depend on the wave vector k. The

results of Section 12.2.3 then. indicates- that

W Z independent of k. (12-56).p,

The phase velocity v, of these waves is

v =-z1 (1-7
v k k '

which is an increasing function of wavelength. Strictly speaking, these

.a'es de not propagate, since the group velocity is
g

d jo
g = kd = O.12-5S)

These results hold in a cold plasma. For finite electron temperature T,

the ectroi pressure adds an ;dditional restoring force to the electric

field in opposing concentrations or rarefaictions of elcctron density. In

this case the frequieic' of osc illation can he slioin to he (R't. 12-1)

- ; *k , -9

p e
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V'jere C is thc speed of electron sound

2 3 -
e m k- L12-60)

HeeX! i the component of the electron thermal velocity in the direction

of k. The factor 3 is thle "ratio of specific heats" for a one-dimiensional

gas. F:or. thle dispersion relzhitiori1>9 the group Xveloc itY docs P' )tJanisa[

In a p1lasna at thermal eclAii r iurn, eac:h of the modes (2-S5can hc e~xpect eI. I
to hazve, on the average, an zamount of encrgy T, kinetic and potential.

Fnecrgy i s added or subtracted to tV;c mode, inl a rand:., Fashion, by inter-

fiction between the collective waves aind individual electfron motions, in

their thermal deviations from thle average collectivec motions. Thiis inter-

i~ton i s st long4 for those waves for which the phase \c oc i t i s ColWV!cal1e

ith the electron thermal speed. In this caesome electrons will -;ee the U
electric field of the wavc as havinlg a frequency Duppier .-hi fted istto

:ero, :1ind so) can add or subtract large amoaints of enci gv depending on whetherI

an electron rides ;it suIch a phafse 1as to he accelIeratedI or Jecclcn'at ed i'e the

w ave elect, ic field. For wavelengthOs PuCh) lon19er thanl the iIC)hv i enitii

i t carl he seen from F Lut i On ',I 2-S9) tha1.t the [phase veloc:i tv _'k i

limci greater than the elec:tron t hernmal speed. so that the!4e wave" interact

cn*. Va!'- F01 -L,,iehgtii of thle ordjer Of , is of' thle salve order

as the therm~al speed, So thait these wIves inrterzact stronl v. A. Ca1,eula lt enl

of the raite of energy echange ,;hows that for wa ve I ngt us of thle order of

tile IN.ave enclizv inc reAses, i it is i nit ial ly too low, and ercis

it' it is initiallIy too high, ill a fe%, period of' tihe p11lsma osi I at ionl.

A\t shorter waeegh;than .Itil "'Ii le(t me" of :I c:ol lect ivi i i, i

short compa);red Is th its pro tha;t ile Col ICL t i% ;%e Iav Socp is1n

'Isefuii

111 lie A) dciJf ene0rgy Ill al coil ct i L wavedu to i iiter:ie't .11 kI 1,

part i,: I es , if tileh" ener-gy i ni 1t i I,,,-I fa h i? lho" t lie t ll r.: I I eec- I I C I I L%!
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We ma>y think of the wave amplitudos .\Ck as representing certain degrees

of freedom of the 1plasma, re placing some of the 3 N T coordinates of the

particles (here N1  is the total number of particles). ic fraction of

the total number of degrees of freedom that can be useful ly thought of asI

collective waves is approximately 1/\D, the reciprocal of the plasma

parameter. Th is fract ion is-- USLaly mal SM11compared With Miit% . -

Z2.3 . EqL-9T1O.: Or' PLAS'v'A PHYSICS

Ini this sect i on we shil11 discuss the baisic equations of pl aa pirsI

Ise begin wi th the IBol tz:manni eqilit ion, which is; the starting point for nost

plasma calculations.

12.3.1 THE BOLTZMANN EQUATION

Ihe IBolizmann equati( QOn goerhS the evo]lutiOn inl t ime' t Of the distribtit ion

fun1c t ion ffr,*,t) o f pnar t icles i n phiase spa:e , thec s i x - Jdi mn s i o ia I1) pac

inl h li t he indepenldent variables areC thle positioni r and thle xci oc it v

Ibis we define 1 Si x-urnelonu-:1i v-ector (I- by

whoe cthle subsc-ripts 1 ,2, ; re fe r to ;i Caitoesi an coord inate svs tea inl ordiina cv

Sprace. A 1!jNxCii particle is represenited, inl both posit ion arid xolc it v, hNw a

poinit ill phlase space, wshi ch MOVes arun Is tivie elajp.ss A large numbe(r of

paricesCall he described aprl ~tel y~iv ill- the ir Iens i;t%- f iii1

Ie t i Te der F :amit xe00 1' (1 ifr a- i l pair t i c

tj. ~ ~ 7 V Vr ,;,~,~



is the six-4'"mensional velocity of the point in phase space representing

that particle. Since r, = v1 , etc., and since from Newton's law (m is

the particle mass)

v: = F1 /m, etc., 012-63)

where F1 , F2 , F 3 are the components of the force field acting on the

particles, we have

Fi1  F2  F3CIE = (v ,,-.v , , ) . 1 6 "m m' m

We assume that the f.rces F1 , F 2., and F are continuous functions of r

and v, or (16, and t. Then all the particles in a -mall volume element of

phase space move with almost the same six-dimensional velocity. The flux of

particles in phase space is therefore

flux = q6 f. (12-65)

If there are sources and sinks of particles, with the net source represented

by S(qE,t), then the conservation law of partiles is expressed hy the

equation

+ '  (q f) = S, (]266)

where V is the six-dimensional divergene. In terms of three-space

variables this cquation is

+- r (v f) +-. (F f) = S, 02-67)

where 7 * and 7 are the divergence with r spect to -and v vari-
r V

ables respectively, and we have used the result I12-o4) of Newton's la,% No;,
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since the v. and r' are independent \tarialbles. Therefore

1. 1 (>9
+ft- F r- f *F= S.

For wanv force fields of practical initerest

F = 0;(1-Q

in part icula- this is t rue for the force on particlIes- of Charge e by an

viectri c field Uand a magnietic field B, in which case

Inisr cases t hc cq: ruton for 1- s

+ f 1' (12l-72)
tr uII

i~'-atlol 1- i)) is not trio for a res is t iv f orce such as

whci c s, oust;,uut III ti;s ease;t li- fom (,, 1-ht would huve to heivl:i i ncd.

* fli- dci \at yesthat oc)i tuhe h2itsiud side of Ljquut ion 112 -2' MIa: lie

the .4-'-.

H 4 1.



with respect to time moving along a particle trajectory, so that Equation

(12-72) may be writtenI

Df S.I

Plus, if there are no sources and sinks, f is constant as seen hy a movc-

ing particle. Thio, is th.,e Liouvilic theorem.

Equat ion 1-7)contoains marc precise in format ion than our der i at ion, in

terms of a density of particles, would imply. For exam~ple, if f i S inTIitI.i-

ally a del ta fiinct ion which vanishes except at the positi on of somec particle,

and if S = 0, thle form (12- 7 5) shows, that this delta function will 1%')%c

exactly as the pairtic! e dme-. SilPrlaney a cot lect ion of de it a fnctioiis'

will move exactlyV as a cocct ivi A part i cles. hAs , iU~at ion 12- -2) or

(12-5) can represent Newton's 1 a' exactlyv for a collection of particles.

With this interpretat ion kjuiat ion 1-)is Properly called thle Liouv i lie

equat ion.

We shall usc Equation (12-72) with the initerpretation tliit I'is a1 cont-'nii-

ous function representing the density of particles. In this itterpretat ion,

f does not contain infor;o.ation on the exact positions of particles, bat

Onlyv thle inmoh9e r of ]'art i cles in vol uic ci event S cantainring many a

In this case we shall not be ale to calculate thle exact forces betweenl

neighboring part i cles. hut 0on1y the forices that Canl he derived fromi thle

denis i ty fluic t ion K. Tese IMIC, for exmiiil" Ole te ciiz'treingn~et ic fRace

from tile fields I aid li that OtOUl1d result from aI cunt inoons di st rihim i oin

01 charge anid current implied by f. llowever, we can i nclad thle vrtv ni

Co I I pa n' or.:s)btenlei Ilo l 11rti clIes iii1 a s tat ist I ':aIf rat her

thanlII puccii w 'ay bly plt t i ng iilito ic Soi~ 't. lie 'Aj' )';e rt caot

- ~ sca t te r l o part i ': les i fito thle XCI oc t c v imii 1,1is tile ;ia X '1 C m'ate of-

sc:at t Li. i out the X\e o ite y % h i tii t l i s lIII erpriot at onl 1llqilat ionI-_

or1. 12- 3 i s pr.pury I- allvd icv W" winnm cynili
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in the case of low density plasmas, the effect of collisions is often _

neglected, at least in first approximation. Since most plasmas contain at

least two species, clectrons and positive ions, senarate density functions

are introduced for each species, and the Boltz:mann equation is written for

each.

It is clear that it f(r,v,t 5 ) is given at time t:, EIquation 12-,

be used to calculate 9f/&t, so that we can find f(r,v,t)+it) at a short

time :t later. Repeating the process, we can find f at tiny later (or

earlier} tile. L1m giCn the inItil valuC of f, lqiItt jn 12--2) deter-

mines f for all times.

The B oltzmalln Cquti ion wi thout the col 1iion term is somoet,:,los 1C:1i the

Vlasov equation.

12.3.2 MAXWELL'S EQUATIONS

11 evolution in tinIC off the eotru;:cinet fields !Ii ari h irc rne.

by NlaxIel 1 's oquLat ions,

'I _I; - -_ .2
C ;t

"lit.'c . i i i t e clee tri C cil'nt Lt'.l> it-, It i ,]rI:1 tha i -I uw!L

lie 'yen it 'o. ie iiitiil lil..c ;l1 , I . i\'ci "t Ill ' s, thell these t I.'

( .'( I t i k , I 1,t II. t , i ie I il It i til i. , l,'.' tIhc sa:.e :. I" Iit s is

.,., Ito: th' bol t ln i ei;Z i . lie ktici t!1(. ol;ixr .w i I equ t Jm s,

- -t. " • ii [ . -'.
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where a is the charge density, are only initial conditions. If they are

satisfied initially, then it can be shown from Equations (12-76) and (12-.'76

and from the conservation of charge,

l 3oT+ V • J = 0, (1-S';

that they will be automatically satisfied at all times. If , and

vanish initially, Equations (12--8) and (12-79) are satisfied and it is not

necessary to consider them further.

12.3.3 THE BOLTZMANN - MAXWELL EQUATIONS

o{c are ready MA, to Lol lect a completC set of equations for the particlos

and fields. W'e Arite a Bolt:mann equation for each species -, of particle-,

t " L . " f =S i i2-l
r + . ma c V j

Here the source tcrm S can include scattering and prodLcti on or loss of

particles of species -,. by ionization, deionization, or chermical reactions.

Other force fields, e.g., gra,-itation, could be ncluded if desired.

The charge and current densities Cont ributed by thC species . arc

... t
e f •

4e

* 1h- tot ll1rchre |iC CtLI''CPt den! i t )Cs a ,re
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i

We now add Maxwell's Equations (12-76)-(12-79) and the set of equations is

complete. The conservation of charge follows from Equations (12-81) provided

tile sources of charge for all species sum to zero, as we shall see in the

next section.

12.3 4 CONSERVATION LAWS

ne now integrate the Boltzmann equation for the species -a over velocity

space, for a given coordinate r and time t. For purposes of this in-

tegration, it is more convenient to use the form (12-67) than (12-81). The

integral over velocity of the term ' ' (f) vanishes, since it can be

transformed by Gauss' theorem into an integral over a surface in velocity

space at arbitrarily 1,,i-ge velocity where, in order for the kinetic energy

density to be finitc, it must approach zero faster than v 5 . Thus the

integration gives

.4

-- [f t" l "  + [rf d°vJd (12-85)
r

Ijeje wc hVe dropped the suscript indicating species, for brevity. Now

the ,:visity N o( particles in coordinate space i';

N ;ir , t ) "" f " d~ v , (1 2 - :

:ind the mean particle velocity V is

\irt ) -- I/ v f d'vJ/N(r,t) , 2 '

+ ; X " I 1 f' d3e. I ,{

X +9 9



Since N V is the flux of particles in Coordinate space, this equation

would express the conservation of particles if the right hand side vanished.I
We have included in S. two types of terms. First, it includes sources

minus sinks, and the integral of these over velocity space is the net

source in coordinate space, which proporly appears on the right of the

collsrvatioi lal%. Second, ,..e have included collision terms. Since these

termi give the rate of scattering of particles from ore velocity to another

at thle satme point r of coordinate space, their integral over velocitN'

space vanishes 11hus, Equation il 2 -8,9) jndclec cXpru;scs thec conservat io

of particles, or on multiplying hy the charge e it expresses tile CC.i-

servati103 of' charge.

N\ote thlat if thle uiet SOur1cO 'IPd 'L were kriot~n, LqUation I12-.88) CO0l1 d 11C-

used to calculate the time devel opmcnt of N. iHowever, wc need all cqu.a-

ionl for V . SuIch amn equation can he obtained hy mul1tilyNing LqUat i ~t
f' by7 mxv i~ v i.- a (.iitc's ian complonent (it ' v a:nd Ili cgrain jI over

Veloc it>' SpaCC . 111 he rsLlt is

Ii .J+ TTI - I fv v. k d'vJ

f 1 i in f v. S I v. C

heIL term1 N In Vj iS 00 lie Morn~t ur dc-lnS t v ill COO]r i flalt e SpJ;ice. 'l l1v toe n

I ;i I ,d'

of thI iC 1 h lit.'J1 M; ''it I li I Ili I I I t i nllt I, . ni1 1 11 C ,t d l I I'- I M I diiit 11 0 !..

give fl t., oli flo, (l' II(- i th 0' 1101IL111 111 JW * tnitI h

t C N M 0 IT, tIll 1W I rL[I



.

fF. f d~v PE + (JxB) (12 91)

Thus this term is the electromagnetic force per' unit volume. The term

involving S is the net source of momentum per unit volume from the

particle source, plus momentum given to the species .Aby other species

ill collisionls. Collisions between particles of specie.; with others of
the same species give nio monrentum11 Soul-ce Since oili ~sllq Conserve omentum11.

Thie sum of tho collisional source of momentum over all specie- vanishies for

the same reason. Thus, we see that [qua~tion (12-89P) oxpi esse.; thv.- ilsrv

tion of momentum.

Filrattions 112-SS) anld (12-8S9) would Act iiii ne oth N anld Vi :' P wre

known .It is clecar that tak ingn hiigher -,!iloc it y !momcnts of the Bola n i man

eqluat ion Will neer]Cad to al SUfficienlt SCt Or' equati jOS to determinc

the unknowns thart :ijpcar ill them, uni es; we make somhe airhitrarv :iss-uipt ion

about the higher moments. Such anl assumption might he that the tceloc itey

distribut ion is klaxwel Iian ihouit theL i'crA),C \ cl'cii.iy V i.t I ; ?li,, a Simp-

tiolt icads to thle Iipo.~ii o a e mge hdrdnmiCS ll orderT to

JIust ifv- it, thle COl i Sionl trifle arfid mIcAin I*)'C n)Atr IIL must he sma ] I con:ia red to)

times and di stances ill whi ch N arid Vchalnge ppcir-

I'lli ng the 1i--jienlts , li'lwccer, does kli spi ry the Conserv.-Itionl lws illon

Witt' space. Ihere i s onloe consewreationl laW, thiat of' energy , whic:h is;

o l i ned byv ilitl i yiiir Itl m (I A II ng Inqrt io I, I- ' v ard iit rat i rig fl..c r n,: I~ it I
pa cc I. d1v li re",' I t i v

h Iic fs r, i -S lie CrIr,: d(ens i t N the >con i S til lerrergx f I tl:I

t *~ ]I L. Ii iv, Ih )i W l 1I V i V~ h'- t ire U i*1i J S , r rIi I ;I(. Ic (.i'11 onl

t I VI .1 I I Ii' -tI II 11L. A" II , il Ii~ ~ yl6



between particles of the same species produce no net change in energy; dif-

ferent species can transfer energy from one to another. The sum of the

energies of all species and the energy in the electromagnetic fields is

constant.

Other moments do not lead to additional quantities that are conserved over

the entire system of particles and fields. It was to be expected that the

conservation of particles, momentum, and energy could be derived from the

Boltzmann equation, since the Boltzmann equation was derived by combining

the conservation of particles in phase space with Newton's law of motion.

We repeat that the coordinate space conservation laws are insufficient to

determine the solution of plasma problems in general; for this purpose we

must return to the Boltzmann equation.

12.3.5 STATIC PROBLEMS

Some simplifications occur in static problems. We must first define what

we mean by a static problem. Let us put some plasma into a container, and

impose externally some static electric and magnetic fields, and wait for

equilibrium to occur; that might give us a static solution.

If the container is ordinary solid material, any plasma particle striking

the wall will usuallv either ,tick in the wa:ll or he neutralized. 'lhe

only practical exception to this rule is in the case of vapors of alkali

metals (e.g., Cesitim), which have low ionization pO lis and can be

kept partially ionized in a box of lUngL'f;tcn, saiy, at a iew thousand degrees

lKclvi n.

a
"lhe ideal cont.liner for pl:sijia is a grlvitaltional pot2niti ,l well, which

neither cool., nor ;hsorbs the plasma particles. 'lhC stalr's are natural
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The question obviously arises as to whether electric or magnetic fields can

contain plasma. Electric potentials attract only charges of one sign. But,

for example, a focused beam of energetic electrons can hold a number of

positive ions near its focal point. However, this method of holding plasma

has not yet become of practical importance. A great deal of attention has

been directed towards the possibility that magnetic fields may be used to

contain plasma. We know, for example, that a few charged particles can be
kept orbiting almost indefinitely in a suitably designed cyclotron magnetic
field. Furthermore, charges of both sign are contained, so that we could

hold a lot of plasma without encountering the space charge repulsion that

would arise with charges of only one sign.

Magnetic confinement works by having the magnetic force J)R in opposition

to the plasma pressure. The current density J arises essentially from

the fact that positive and negative charges gyrate in opposite directions.

Collisions between positive and negative particles tend to destroy their

relative velocity, reducing .3. T'he final result of many collisions is

that the charged particles diffuse across the magnetic field in the dir-

ection their pressure gradient would have them go. In equilibrium, the

plasma pressure will rest on the container walls, and not on the magnetic

field. Thi- does not define an interesting static problem.

lioaevur, collisions occur relatively slowly ii high temperat',re, low density

plasFas . "11,us, it is intcresting to examine the i)oS iility of !tatic -IL-

tions when collision effects ;re ignored. h~e shall assune a vi ry simlel

situation in whi,:h there are no sources o sinks ,f p:11tiClCs. the- 1l0asma

j, nt.itral and there is no elcctii, field, tile rn ,, c fi, i d i

ill the dirc ct ion of the Ca "t(e i:lIl cool'd-Jltc L, ;illd its', Pagrit'a. i 1 and

the distribution Foilct, io dfl Il: IJ ,01 lv o the of'cr(dllhlt(' X. l, .

com |ponent oC j:q ia t ion , - :; I,. - :. S
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[mfV2 f d 3 Vj - J B 0. (12 93)ax xy z..

The square bracket here is the pressure P due to "thermal" velocity vxx x

in the x direction. The Maxwell equation (12-77) in this case becomes

1
SB (12-94)TY - 4 x z i

Thus, Equation (12.93) can be written

(P + _ B2) = 0. 12.-.)

X xx 87 T (12-

The term B /8 may be called the magnetic pressure, so that the condition

for a static solution is that the sum of particle pressure and magnetic

pressure be constant. Similar eqLutions apply in more complicated situa-

tions, but particle and magnetic pressures are tensors (stress tensors).

noese equations are necessary conditions for stress balance, or to have a

static solution if collisions are neglected. They do not, however, tell

us what the distribution function f must le., For example, it we are to

have a current ., there mis be a net velocity in the )' direction,

but Lquat ion 1 J2-95) gilxcs no infor,. tion oil this poinit. Agin .,c sec tha

the conservation laws do not contain all the information that may he needed.

To get more informaTion we must return to thu static IBoltzfn;jnn equation.

Solvinig even tie ;tatic IBoltzirnan eqluit o) without ol lision- is difficult

to iml.ossibl in genera)l, since the term involving the force (Ef iii iqlla-

tion 12--(,-. 1 m, n i)L.tr, Hosi.\cr, if %wo .11-c %,illing to ;i>;ii:iic p1 no' ,r

axial sommriictry, sOle soluti ons caifn )K constri'ctcd, using the fact that

tihe static, collisionless ltul0tZm rin ejlltltiol i Slt
;

tiC 
'  

;4 r .

;Irhi trairy i-tictioin of tile i)trticlc corrst.nnts of motion. One constant of

motion is th. energy 6 = niv - v: , hoic ; is the clcLtrostajtic
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potential. Depending on the symmetry, the canonical momenta pi

m v. eA./c, where A is the magnetic vector potential, or their angular

1 2.counterparts, may be constants of motion. After choosing f to be some

function of w and p,, one can integrate f over velocity and find the

charge and current densities o and J, which will now depend on ¢ and

A. Then if we can solve Poisson's and Ampere's equations V

2 ,n 4:o(-I, A), '-(V ) = 4,J(4,A), (12-96)

we will have consistent solutions for f and the fields. Examples of this

technique are given in Reference 12-2. I
12.3.6 DYNAMIC PROBLEMS

The only useful time dependent solutions to the Boltzmann equation that
have been found are those in which f and the fields deviate only slightly

from static solutions, Thus, one writes

f = , Y 0 , B 1- BI,

wlere f' , E" (oftcll = 0), -d H satisfy the static equations. aid f,

I I , and i aT'e anssumed to ,Mil II . On suhstitlutin, into the Bolt :nann

equation, terms involving only 1 I-) , and IT, cancel each other. Then

dropping the quadratically small termr' f1  .31j, J fI , f we obtain linear

equations for f , , and J3l; thesi e i 1volv 1 , I- . and lb , but the

Litter ;ire known fun(t ions,

I line Iineali::Cd Bolt-mtrjin cqual ion is usai lly so] ed by Fourier ;,nalysis of

the spati l dependence, Similar to our treatment in Sec. 12.2.5. I'thn. 'ol

exiAiple, with :in ;ssumed initil ]1rturlbi[ll ion of tile static solution, one

c;1n tinrd l.- Uic lpertulrhat ion develops in time. In some cases the per-

tur atin osci 1lates in time, ;ind wc s;ay we have: found a typo of plasma11:1
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wave, In other cases the perturbation may grow exponentially in time, and

we say that we have found an instability. Situations in which plasma is

confined by a magnetic fiz-d usually tend to be unstable for some type of

perturbation. Many examples of such perturbation calculations are given
in Reference 12-2. The effect of collisions can also be treated in the per-

turbation analysis.

The nonlinear interaction of the perturbations with themselves can also be

treated in a statistical way. This is the "quasilinear" theory, which is

described in Reference 12-2.

12.3.7 ADIABATIC PARTICLE MOTIONS IN ELECTROMAGNETIC FIELDS

A good deal of insight into the behavior of plasmas can be gained by under-

standing how particles move in electromagnetic fields that vary siowly in

time and space, that is, slowly compared with the Larmor period in time and

compared with the Larmor radius in space. In a constant magnetic field a

charged particle follows a helical path about a central field line, or "guid-

ing center". In a slowly varying magnetic field the guiding center stays on

the same tierdiine, but the orbital kinetic energy w, varies proportionally

to the magnitude B. hence w. /B (which is the magnetic dipole moment of the

orbiting particle) is approximately constant, .>., is an adiabatic invariant,

Thus. as a particle in a static magnetic field enters a region of increased

P, its ,3ra ill:l energy w mu.St dccrease as w increases; this is the nag-

nctic "mirror" effect, : . , the particle is repelled by the region of increased il.

In crossed electric and magnetic fie, lds, the giiiding center "diift s" 6ith

vc loc I t"

61i chi Is the cond I t ion t h1-t tIe' t r I I

X .. . - s" fl h :iv,,.t i. t i ,ld f' u r' 'n lts :. , '.t'r . i I n't :-; i.,! i ,{

gil dint ,*rit ,r tipi .1 tiP -V;,lvirii, ' I rt I c fid' c;)j-, l ; IIs ,a . plir-

.[ c. :t r . : ti ,.. iv , ;[, .I [r- ,' ,-

/ ,

_ _ iI
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12.4 LARGE SCALE lOTIONS AND FLUID APPROXIMATIONS

Problems involving large scale motions of plasmas-for example, the explo-

sion of a plasma in a magnetic field-cannot of course be treated by

perturbation techniques. In principle, such problems can be treated by

solving the Boltzmann equation. In practice, however, the six independent

space and velocity variables plus time make both analytical and computer I

solutions quite hopeless. Even if we assume axial s,mmetry in space, we

have two space variables, three velocity variables, and time. As a result,

various fluid approximations are commonly used in treating such problems.

Fluid approximations exist at four levels, with severil possible variario:;s

of each. Wo shil describe the fnur l . brie 'ly.

1 2.4. 1 MAGNETOHYDRODY.IAMICS

The simplest approximation is to take the equations of gas dv'ioics and

add electrical conduictivity. These equations are essent i ally the conser-

vation laws of Section 1" 3. 1. The first equation Cxprcss2s the cn)s5erva-

tion of mass,

t

Ilere , is th mass density (not the charge dens itv) . lnd is th fluid

eclocity. The second equ~ation cxp-.ses the consCrvat ion of roinientilI, 01

New on' s law,

I Lcrc i I. e luid 't ui ', I. i i i iId.'i;ltc tl to tl(. ],;r1 t I, c S 'I*(-

It.t iI *JL- i ,, 11.v i;IV J , . l 1 t11 ;I thc vu , I It
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P.- ' (12-101)

where 6.. is the diagonal unit tensor and
1'1

P = NT. (12-102)

This is the ideal gas equation of state. hhen this evaluation of P.. is

used in Equation (12-89), Equation (12-100) results, after Equation 12-99 is

used to eliminate (Nm)/3t = Dp/3t.

Since the role of Equation (12-100) is to determine V, we need an equation

for J. A common choice is Ohm's law fcr a moving, medium,

o + _ .(12-103)
c

The square bracket here is the electric field in a frame moving with the

fluid (we assume %'<<c). The factor a is the electrical conductivity,

or reciprocal of the rcsistivity. Equation (12-103) says that the electric

force on the charge carriers (usually assumed to be electrons) is balanced

by the resistive drag the) experience in moving relative to the rest of

the fluid. Sometimes the pressure gradient of electrons is added to this

force balance; thermoelectric effects are thereby included. "]he inertia

of the electrons is commonly ignored, which means that electron plasma

oscillations are not included. A term o .,JB/c.N has also been ignored

in Lquation (12-103); its inclusion would yield Iall effects.

Eyir,tion (12-100) contains no electric force on the fluid. It is usnal1'

assuned that the electrical conduct ivity is hihh etugli Lha t collect i

of ..harge 1rC IiegligihlC.

Maxwell s '!qu'itions arc il Iided to determine I and hi (:amiiionl y the

di.Mplacement current I l./ct i F neglected ii Iquati on (12-77), ",hich

belOllOiC s
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This; equation is used to eliminate J from Equation (12-100), and is also used I

in1 Lquatioli (12-103) so that 1: catn be found11 in terms of V' and B.

1 -B +'x 1 ~3 (2 -105)

i'h i ;Lll t fo 0VI .i is then used in Equat ion (12-76) , giving the equat ion for B,

V:A>~- B) __ B) 10 t,

I t hA LI at i On (2 - 1 0-, t he :IMa g TIc Ct i C force tecrn c an ic I, r i tt On

.JB - t'(l-( 7.7

which latter tulr Canl I)e written as the ji vergcnce of the magnetic stres.s

tensorI. howevcr, there is It(, Jirt icul ar aidvanjtage inl using the tensor form.

01ftvi ;t is ~,;idthat the conlduct i vtY is so high that the List term,; in

eaIch of l'Aqucit ions (12- 105)1id (12- 10o) can IL? dropped. F~rom the resulting, formn

ci :tOt io fI 2- (06) it c:in1 thenl he. Shown tinlt the it li vis cian he rcirtded

A S fOX'1iw nwith th lu id :t C,101h point.

110 ki st ctiscrvai iln law, thaIt ot inne*s tI iken illVTi~~loii m

t 111eC t e f'lo0W i S A ; IsIira d to( ) '1 ad Ia;11 ti 1- 11: ~~t

("I ''' it )1 tic ' I C 11 t l~ 0n 1 i st -Ite ( - 102 hereC PO .iii'.l p0  JT 1-c

I I 'X i p esi i ,1 11 ' (t ' V I ) F - i 0 ' f l~ i. A l i w .

t .1 k ull 1 1, 1 L' t I i k - C tlI) C 3') It II, %t 1,11



From our earlier discussion it is clear that the equations of magnetohydro-

dynamics will he valid only if collision times and mean free paths are

small compared with times ar~d distances in which plasma properties change

appreciably.

Sometimes it is asSLUlled that a plasma and a neutral t!uid occupy thle same -

volumo, and that the two fluids have different motions with it cillisional

coupling term causing an interaction butwccn, them. Further discussions of

the twu fluid equations are given in Section 12.4.4. Strictly speaking, thte

use of magnetohydrodynamics for the plasma in this case is inhonsi stent,

since the collisions that validate rngechdoyaiswould lock the two

fluids togetier. On the other hand, for rarefied phnma Where collisions

would not bo so effecti~e. the equiations of majnetohydro,!ynamics ai 1 to

ac:count for the free flow of' ionized part iclIe5 along the imignet icficeIJ

lines, or of neutrt] particle; across field lines as %,ell ;is along then.

12.4.2 THE APPROXIMATION OF CHEW, GOLDBERGER AND LOW

Trhe chief deficiency of the wiiIjnet aliydrodynam ic approximatijun for p1 ismas

in which collisi ons ;ire a weak effect lies ill thle rest rict ions imposed by

the assumption that thle %veloci ty distrijhutiVon is spherici Ily symnitric

ibOkit thk: *VQ1;1i-,e -,c oc itv V, This i p1 a rapid sbar i g of inei

enlergi cs ;is4soc ioted .i th notion,; parallel and perpendicuila;r to thel:flI

f i eld. Isi le the l-armor not ion around the gui d ing center guairantees, ;ip-

jvr-ox jml;it ly equal1 k i netic ellri e s a ssuc iat ci i ithI the two coriponen~ltS sOf Ve]-

ocit V nJ;.. to thle I-ice li, there i s no a p~i or rel at ion 1)c, .,n tiiQ,,e iiid

the pa ralIel k inrct ic energy. ihc e aji :;:0deic ill wh i cl 1':i-t ic Vs ar11-C a

Le-ul Js reva lvi ig rapjidly abhout thle; p i in g :cntL r %i ith ;trh i!r.!j 1 per-

j 1cudiciiUkl iJId v'ia c elocitice; le:Ikk to the o 10-mlaig ec:1ilnatiori of'

thle ',irt ive ~tc5 tcn ir (A l. it jor' 112-0ui), ill; --:tesi,,i ruC,,idinatv
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The first two terms following JxB here combine to indicate that the4

gradient of p acts only in the perpendicular direction and that of p.

only in the parallel direction. Thc last term has a simple interpretation7

in terms of centrifugal and magnetic mirror force- con c-harged narticles in

curving and diverging field lines respectively.

CGI. also derived the general energy conservation equations which gover-n

the time variation of p. and p.. The thermal conduction terms th11e se

equations have to be specified by other means, since they involve i~igher

(thi rd. velocity moments of the Boltzmiann equation, as in Fquati on (12-92),

A common approximation is to assuame that the pressures obey an adiabatic

law, with y 2 (two dimensional gas) for p. and 'y - 3 (one Jiinensi-

onal gas.) for p

The treatment of Maxwell's equations in the CGI, approximnat ion is basic al iv

the same as in the uthdrdVailiCapinX1: tn

While the CGL approximation contains; more pjasria physics thaIn thle magict o-

hydrodynamic approximation, it still does not adequately aIccount for tile

streaming of energetic particles along field lines. Tihis effect s t etd

as parallel heat conduct ion, whi ch ITeans1 thait ener-getic ioln !flowIng u1t c'

a regi on of cold plasma arc assuimed to share their pariilv 11nAei- with

that of the cold plasma. Th1us, p.-ral~el energy diffuses, ~ahrthan

streams, as it should.

12.4.3 THE APPROXIMATION OF LONGMIRE, KILB AND CREVIER

Siic2 thle motionl of' partic les pa:rallelI tO tI ! Ugilt IC f'i~l'd is CS ,01ti~l 1i

ais free part ic les, it i C]lear that 11o fl ui d'app reo i iac i on cln adeqnite I'

dlescri be the para 1] ci 1part ic le noti'on . Tlhe In) itzTilaiu equtijon prov idc:; a

thorough ilescr i-t ion of the iuiot ion of free pnrt i cies. it tas proposeJ !)

"~Onmire. Kill) and (:revi or IL.KCi to be puhi ished) therefore, thaIt ir taL1-1



the velocity moments of the Boltzmnann equation, oiie should integrate only

over the two *components of the veo.o;ity that av.: porpendicular to ,.

I c';ivti g tic 'iV2 !11 vel'c ci ty In iBolt zm:inn to-m. ' huf, i nstf~d of got ttl

tho s r:t i i ; i d d nsity

Mi ,t ) Jpj\ t j 2 v1

Vj t;: i it

( t d2-1:

IL fk1;l.tjiCl. vJ h i 1 1 I Li! t he p)SV (OCtdo tS i t V, j S St d I : i '~;t 7I !!It

1 i M ) .UM t i .i t I ,~ l.It t . ItJ I~ i it L' l ' I l ove i :*' .

phi .mv I l l 4 i llT r.

c.111 h Indic -;1 10 1 1ol kj (w



Thus * i . a fluid veloci ty in the perperiditiihr di i'.ction. On tile oiicl

hand, since particles with different vt may have differt~mt drnoutil% of

jLarrnor k inet ic energy , the perpeid i ciiur prvcurv Ilia) depid or i

1110S, W . CiL I I f V0 p5Ce iu l .SMtI'V, S1,11i~~t 4' I due nds'J Uli . * I

we -,11;11 no fb 1leeJ thc' pd~ral ici j'rL::;U'c , We II micefortilr JtjtiliVIC

Lquait i ow..- foi I I an.. TL 01) t.'I ijIedI 1,) t Ai. i fg d, ~ ilr )1i it 1

fltcgi I rc l .1.2 I t atit.k by %4wi I iy

LI) ki 'v ,

Ii 1:I l I- II., i l 1 ; juit '.Vc1 t ll :iill I

I~ ~~~iu flt lll,! ;!. ;1 .

I I I~ d 4 (-I I L ]I i p fh



Hote F. i% the parallel part of aniy force field, e.g., jgravitutiontil,
avtIng on tlic pirtJk1c, 'nit similarity of this equation with a Boltzmann

cqituiti of Il' a gar~ hav ing only one~ veocit>' vaiab le Ll should be apparent.
Co'np..r ing wi th kitiation (12 -(17) , we sec tluit f I! I-cpla%:vd by. , i d that

therec is a partial time Jk'rivLtivo, a spintiai di'ergence, and it divoputivo

with) re.4pec I to tit wVu Ioc'it y var iab ivs~, here only onle '1111r. til ho quantity

III hIt ' L-t14 Upt Ia Led un b) "j/ u filtit repte en t. tho pr'ojuvl of' Iby tilie
vt :Cti ~eJ~I~I11 'Jt~t~e .i.tI n Ot tt~par Ii'Jlo b T 'hte %arlu terni

Ini tis ni rclet C;11i, fit latt, lie intct'pr~t4ed ill tvrms ow' folve's "wt I fig ill

CIhi.' l I'LIpi. ro vi Vi'ii V(? l iIiel I is .'ic ' eirI ~hictin lw dii

Ill ' I 111/ * . I fil ;'vIs 11.' 11 I .' I k fI vu- A o i IL l I ili I I I

I. I', 1h (12 f-1 1 S.I ' 111e i

T*vv l. ioJll Cor i oh(1I- 1,1K g v l:~ y vllv l it t it (I

Vv I IS fli J. , II-j

* ~ * i I ikill,.



The eqnuation for 40 obtained by IKC is

'. . f" (V 4.u),.9j - - . 4l,'.i v.',, * • (h,.Y,)h1]

+ .9 -u' iv ' +€ + 1 , 0 1 '

2 . ,

I -M V 71 - -W

"l hi, 'hI~it mii 1,. IiloI t --ra lh i i - , iir t it t . il]'' l c lit. rs i i .. ,c1 locity

;l?4 V," cFI d'iji.* by v;II all' tdl'ItL

Ih* " IY( y Ci1l'ji t i s lc.Ot f(or ' tJIC i 'c . , l't .:1 1lilg) Ill' )il-4 ll ingl field Iilic'.,

I t s lit) I Id h ,v I'v'; I Ij .'d t )m il 11 ~ '11 ' It I ( .1Ipll) VOXi 1,1;1' 1 0 11, 1CI i ' tid ilog th1in S 011.,

t lt :, L.f v ' t l { I I , I !I. I{ sul1 I I, ;11 ".{ I )[ i , 1 i - I, .' 1,l' 1 l' 1 . 1J v r I h , I' l )

t .,:l.l t ) I'. Il I I I ' I !":.I t I -) It i :I" I .. I lk- '-))'4L' d I 1': } 'C ~ l } . 1 r 1 ll .1 C 1 ' 1 -

v il.'l- t M IS " ' I, . I -.I' !,q I I I il1:1 1 I Il~ I -t ., t1 . 1 1 , ,' t hr ., n , 1 t

I i (.r il w . I 1' " Ilk -,", lit l.' I I i t ill.

.1 It t . I i 1 I

V I IiI



12.4.4 LOW-P, PLASMAS ABOVE 100 KMt' ALTITUDE

In the noritial ionospheric F a*nd F-layers the ion-electron pressure P is

much less than the magnetic pressure 11
2/8T. The ratio 8rrP/B 2 is often

referred to as the plasma-0. Such low-5 plasmas also occur after a fewA

minitces stih-cqtint to high Alt i tide nutc Iear bursts and for bariumn cloud

relcases inl thce ionosphiere, Uinder these conditions it is not possible ener-

getical ly to causec substantia;l distortion.- of the magnetic field. Thus 313/'t

is v'ery' smnall, and, is a coti1sC(uecfl of Mlaxwel l's F!Iquation (12-2) , the elci cc

tric: fi el i ust hv primarily ci ectrostar ic . ExpciJcce with inune..ri cal cori-

putat ions show~s that it is very di fficult to accurately solve the maigneto-

hyd rodyna nic Fqn tiions (12-100) through (1 2-107) when the plasiia-,' is
S!!, 111 . OneC llst rcastt these eqIuations to oIbtJiii i moru vijabl1 procedure

for' findinig a solutioni (Ref. 121-4).

A key poijnt iS thadt cuirrents willI be induced inl thle high altitude p] asnia as

it mov:es about inl respon: c to the( app1] icd fce-Cs suIch as gravity, neutral

widpressure gradients, etc. Trhe effect of these currents is to average

thle aipp1 i Cd i'oleces a long echd f ield I i IlL via Y-13 forces such that

es;cil t a] 1' allytI of tithe e I ctrolls inl a it iven Eiagnct i c fluitx tube will I :KIB

d rifIt tog ether* to ainothel fl c L aIig~u x tubc. Because Only it negligibly

Sw11ill sp"Icv-clarllc is neceded to Set up tile spatially varying.. elect rostati c

t'L( Ie d 1 hait causces the l~xB drift of thle p)1a sma , it i s c rLe i a that the

currenT,~! denISity' J he e~ssenti all)' divergenice-free, i *e. , thitt

o~ 12- 125,

i(, emp11oy' thiiS tqlat01 %ou 1111ust express .1 inl termis of tile electric field

.1j1d the fo lW'5 act julg oil the 1A a sna * 1i01- 01C COuldit I on:; di SC I ISSd ill thiiS

1011Ltio, t he JJ1-vi 'ctrl' p Lisi i : ot iS ioiiiA bheeaus thonp m

evolv e s oil a time sca;le of III ll lt a idL th t'CX i)CCt d 1IiaS[Na t iieatr

dtell.% it Y prlneilHt l'S are- ill tie 'llC of 1cs thanl I. C%, at I i)4Cfl- to
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less than 2 eV at 109c:, "3. On the other hand, above 100 km altitude,

collisions with neutrals are insufficient to provide tight coupling with

the neutral fluid. Thus we must employ a multi-fluid description, with

the neutrals, the ions, and the electrons obeying the following momentum

conservition equations:

+ 7 oVo) V - VPo e - vii(V O 'V ' ) V Voe (v0o-e" (12-124)

S V. (r.V .) - " V P+i + eNi(E-'i x B/C)

1II 1 0 1" 1l V I

, eV )
+ V ) - . P *g - cN (L+V X13/c)it C e e CC V

+ V (\ C ) +" (V. -V e (12-120)C 0 Cl C

The subscripts o, i, and c respectively indicate neutral, ion, and

electron fluid paranctcrs. The ion-neitrl; i , C icc t ron -fcut ,-i , and c ect ron-
ion collision frcqiencies are denoted by ".V. , and .. C . et:, i ed

calculations of these collision frequencies for nuclear burst conditions

are given it Ref. 12-5; approximate v alCe are indic;itcd in the iloss:jry

of CIaptCr 13 of this compend iu.

T'1e t(.rls involvifig io '"CO -LI ', Vi ill tOi. three ;I hv(lFit

cc .i' t for mo ii ntulullm transfer I)etwcci tllt three 4l1ids ,.I col I ishills

Ill LJuatio ( 12-12. 1), the La. t ter-1ii is clne i gill'. curpied I the otiltIS,
I

12-1251 iuid I 12-12w,. Nei. lctil: sonic smnil I tcrn;:;, this ;'iclds:

6]c



) _1 i X11% v v _x..) -VP+ ~ ~ V 4 (12-127)
Et j-i 1 1 1o C 01

Equations (12-12-4) and (12-127), togcther with !12-10)3 and (12-107), are

referred to as the t1.c'-f1'1id NMI) cqua t ions.

Ikcttri!g now to t1(2 pro1b1cm C'; nbta1iilg il 5uitalbPI cxprc- sion lor J3, we

6bill solve Equatiw!. (12-1--, ? ad 12I for V.arn V .;i:J thec; III

-N

IL ) c.( t ;110(2 I '-") ('( :,'Ii ILI I(r theC Lll~ t ~n o e t

V. ;nd c j( n~tIU ti L: auxi I i :ry not t ion:

- 12 (11.1.

d t I

A ' J t L+ . Iro '
1% 1J I I t~ I

t o I.
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outside fireballs the nei is generally smaller than n at altitudes

below 200 km. Above 300 km altitude, or inside fireball.,, I is usually

larger than neo -.and may also be larger than q io* At altitudes above

about 150 km d is approximately unity because nio, ni o , and ri are

generally small at high altitudes.

'The exact solutions for V. and V are ubtained by inverting a

matrix, with the result that

V d 1 oc e n +ei (

".L oC eo T i o eoiCi-i 1 o (

C 2+ '~(1+n )+ r1  n l2,rj+ 1 (i r
10li CO ei'1 CO ic C c.L- e

ln o 2n o "' (12-133

d = l~nico ci i~ et,)l "

] eo(+ro c r l + . r, + ) . ( 4

io ~ 1 Co Co 10 Co Ci . C NI

[r (l r2 ) r ( . i )[l 2r . '1 13 3.

Co o i I co

k' CL d I~n ( r + (rin,. jrj ) (F.+77A.)

-l ( ) c '(-+\i I12-]3,1jc i 0 O ci - e
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Us ng these impressions for V. and v . in E~quation (12-128), we obtain;

JN -o 0 LON CLi 0oj

(ror Co/ fo Co 01 (r: lC0I Dl~ UL +c A 04) V 0. xb]

iOC 10 tC I1 +0 . LI +. n. e. A A

Co (0 iu 0 ojC

E(JuLitiofuI (1 2-125) and (1I2 -I2 kQ may aiso be' solved for the parallcl-to-a

C1.rre-Cnt Jc-11sit% .1

co0 Cj( io cN 1-1, If ~ 0 leINB le II

No .IJ'J)ox imotlii ) 011 Ihv i 1ndu :111 d,:rivjI g 1Lqu."t i omlls 1 3-(1- (

fri'lsi tht lc I lqat iolim (1 2-125) 'Ind (1 2-1 26) CXCCp t thuv ,Icg 11ghv 011C thn i at

rNU.N Ill par111 -II Ia , theI fl, ficIs U ppoiJ)J)CIJ ill tilics CejUalI14 couldj

tic jndutive%, ;is wlI1 its cjvctruost;atJ'.,

Ill appic LIt j(ns~ to 1c'-sii lras ,Ilm t: If00 killt ttildc, the ;Ihl''c vy;Iet

uquat i uns are S implIifIied by ~ai-1 nfi thalt 1.11 I f li V I i I[t'1 1't, S IjI

hNy 11"1101.1 )i aI I i)Lt th tic ti I ll hI I 11111 i11 (12-I 3ov fI. IL ),or II

th 11 jti t i 'I) V;i F1,1:1 t i ()It 0 h VI V2 Ct I'0ll t, 1lI~ .0 I liY I of) t, i IaN ti I it I,.)-

d Ll'L at j)0t (I It j A J 1*1111%t Jui M) sili t a
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Furtheriorc, terms in Lqui tiun (12-13., inv,,il\'ng o irY LrO i i ,

and in Equation (.12-136) terins involving the rstio t, /,' ar. droppcd.

The resultant approxi,,atc' 'qutti ,i for the cu'vent dvn~il . 1 .
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i. , [ I
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lines 4rec urved. It is cojivenicnt to -repl.ace this terni by making use of

the mathematical identity:

71 r v 2 21' X- b, bv

ioo ( .1 __ (l-lo

'22

Thi, first t :rm on i-he r.h.s. of this equation is the I'magireti zat ion" current.

it iiir c-reso it will nut znintribute to~ the ',".I equation aind

therciorte will not contribiute to the diffterent ial I quat ion for .Th u

seond torm l iueds the mapnictic frield curvature effect. The Iiist two

ternis can be negt;'cJ in lwsp lsmas.* The effect -CI thist !ubst itutun

ito rclplace thu "AltiC by the nmaglt iti fiel.1d curvaturv fore

in t hc Iis t brac kct Li Lq~tua tion (12 13) he re v tant di Ce reit ia 1 cqu;u -

tion for Ii- then,

f, - In) j1 1 01 -1-1

;it til - 1-111 I-i~ lit Ihc I t t 1 ;1 1 ii 1)4.t I h L . 1ij~ .i i y * I' t jIl

Ih S :-' viu t . 1 n tlt,- I he i ei t yn th u I -l t i li I I .l * s - I 11  t : i~rl s i (4 t ll It i

u.Iti 1s .,:-s A/ icJc t. It cn I*. I yed th it(l l ill ii

lii liiIi 6,,3
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13.1 INTRODUCTION

Above about I1f0 km altitude thc earth', magnetic field has a dominant offoct

on ani ionized plasma. Bursts wihch occur above the U-layer will rise rapidly

arid will contain large amounts of ionized plasnia. Whlen the plasmna rises

above 150 km altitude it will be affected hy the magnetic field. High alti-

tude barium reloascs form Ba* plasmnas that also are affected by the

magnetic field. Instabiitics will cause the plasmda to hreak up into lung

filaments aligned twith the magnetic ficld lines. Fijg. 13-1 shot-s ai pho1to-

graph t..ken by W~. Chesnut of high altitude striat ions * The stri at ions

generally extend ,;evcral hundred ki1l1 'tcl- alol.g the; 1iiagictic fi tid lines

and have a va riety of wi dths. ROLI :hI 011 spakn, ne )' Li Cf L Pih s; ;t ri a-

tions as long rode, of rel1atively hi gh ci ectron Oen i tY iihCdd~d !it a haCk-

grpounjd of loiter (1I'n-Oty.

Figure 13-1. Late tix5 high altitujde striations.
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These strinted regions, which fill a large sector of the sky, can degrade

electromagnetic signals that cross the striations or produce unusual If

and %III' propagation modes. They produce scintillations in tho amplitude

and phase of communication signals and also in the amplitude, range, and

direction of radar returns. Because the striationis generally emit more

optical and infra-rod radiation than the background, optical scanning

systems nay produce false target signals when scanning, across a stri-

ation t',iat approximately fills the field of view. It Is therefore impor-

tant that the formation and structure of striations be understood so that

communication, radar, and optical system effects can he determined.

Striations have also been ob:,Lrvcd in barium cloud releases above 150 km

altitude. fie barium atoms from the release expand rapidly and are

photoionized to Ba+ ions by the sun's radiation. The initially spherical
barium plasma of about 10 km diameter is then acted upon by ambient

.luctric fields, neutral winds, and the earth's magnetic field. The

pl:ai;ma expands freely along the field lines, but cannot easily expand in
the transverse directions. Its cross section transverse to the field
hetomc:, distorted by the neutral wind blowing through the lla_-nia. Afte'r

a few ininutes the "backside" of the plasma, out of which the neutral wind

is },iowjnp, dvclops a steep electron density gradient. Some minitc5
l;t r iicut-lihv distortionis develop oit the "backside" that evcnIttially0

hr, i ul iii?: filaminents of plasma aligned %.:.ith the magnetic field.

I ,.. 1;2 T.hdw:. th,. Icdwood relcaise at lo m1in whel stecpen in' of the "baick-

i!, " his ',.'c r.: d, and :ig.. .-3 shows the same release at 2.;. 7. raiii a ,iIcj

thiii sh ects and rods have bccn drawn out of the plasma, W. 11, Boquist

ind ily -;iipplied these prints. In these figures the magnetic field lines

ire nearly perpendiculiar to the page, ;o one is vict.ing the tli L:hcets

,'11d rod.; nun ,'c"d-oii'' a bug their long ixis. A si de-oii view 01' thc

4tri;tod portion would be :;iililair to Iig. 13-1. This particullar inist;dbility
' . ii it:'f-l t- to its t ion-neutral slip, gradient -di'ift, or Simon 1i.'l
i ustauhlity (1,inson and Workman, Rer. i3-s; and Simon, Ref. 13-3(.,
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FI y'ire 1 3- t Redwood bar-lim rzl-~ftcr I'l minutes. Th2 electron
density gradients hav,- steepened on the, "backside, but
no striations haVE formed yet.

F i y)rf, 13- 3. Fedwood ')riu- releoseo afte.r 2/3 inutes. Thr, :-.atr-tic
field inies dre ncirly pprpendiculdr- to the 1,1ane of th"
pjp2r, .,o the sbi i.ted sheets and rf'Js are ,ee.-i nca Iv
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J.A. Thomson (Ref. 13-1) has developed a hydrodynamic analog of the above

instability in a Hele-Shaw cell. In this experiment, a heavier fluid

initially overlies a lighter fluid in a wide, thin cell made of two

vertical close-spaced glass plates. The gravitational force in con-

junction with strong viscous forces in the fluid arising from the close

spacing of the plates yield a mathematical set of equations analogous

to those of the ion-neutral slip instability. The development of in-

stabilities in the Hele-Shaw cell should therefore simulate the develop-

ment of striation cross sections formed in barium releases. Fig. 13-4

shows the large amplitudc unstable motion that develops in the Hele-

Shaw cell. The large protuberances in Fig. 13-4 are similar to those

seen in Fig. 13-3 for barium releases. The Ilele-Shaw cell instabilities

are also analogous to "water-tonguing" instabilities observed in oil

fields when water pressure (a heavy fluid) is used to push oil (a light

fluid) toward the wells through porous sand layers which act as a resis-

tive medium.

CUNm SALTCLOR SALYTr

LIQOD aOGLY CER
TILT so,

CIRC DIA 10,2

FILM PlUs X

CAMIKMA 35 MM
OISTA.C.rL .

1/30

LLI-1t L I (2JUII0

Fe

Figure 13-4. l~irge- ainpl ittide f'low irn thin tlc-Shniw eel].



The attempt to contain, accelerate, or decelerate a plasma in various

experimental devices often leads to a very rapid breakup of the plasma

into field-aligned striations. For example, a hot plasma contained by

a simple magnetic mirror field of two coils soon breaks up into filamento

that migrate outward from the coils' axis. The cause of the instability

in these cases is often related to the curvature of the magnetic field

lines acting on the plasma.

In principle one should solve the magnetohydrodynainic equations in

three dimensions, either analytically or numerically, and thereby dis-

cover whether the plasma motion orcontainment is stable. In practice,

this generally is not feasible. Often, however, one can obtain an

approximate analytical or numerical solution if one assumes some degree

of symmetry, such as axial or planar symmetry, thus reducing the problem

to one or two dimensional motion. Generally, the motion proves stable

with the reduced dimensionality. One may then ask whether re-introduction

of three dimensions would lead to unstablc breakIup of tht p1 it~s i.

This question can be answered by doing a perturbation analysis which

allows motion in the previously suppressed dimensions, If the small

perturbations grow in time, the plasma is unstable and can ultimately

he expected to break up into striations.

The simplest example of an instability is the Raylvigh-Taylor gravi-

tational instability. Suppose that water is hold up in an inverted

beaker by air pressure as shown in Fig. 13-5a. A stable configirntion

can be achieved if a stiff frictionless piston separates the water from

the air 1;elow it, because this imposes a one-dimensionality oil the

problem that satisfies the equilibrium condition

- pg

where z is the vertical coordinate, P(z) is the pressure in the water

or air, and p(z) is the density.
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rigurp 13-5. Inverted beaker exaiple of Rayleigh-Taylot- gravitatl -nal
Instability.

bvec iusc of' tho .t iff piston, tho onl%- al 1ovx~d air-wi-cr interface dis-

!' CcmuentF, in cmon 1'I~i tat ion 1: 5 S. a re t hose thIat Move the w~hol1e intter-

frcit.her Upward or downward. Such otc-Llinensional vertical dis-

p1 iceilwiits -,iiipl y jitroducc --;*ah1c e-I lat inns ah-ut the opiiiifr iu

it thle p1' Ii were. removed, howev,2 r , thC uh1ovc one-diiucus-ional Cq~ti Ii -

hviurn would ;t11 he sati sfied, but sutal I t'.o- or thvrce-dimcnsionaiJ

r lii vs on ntw: devclop ,,s fshovwn it) I il' S 11. SkiA ai ri ppJc Would

1)( 111 .1t I'evuItzS' therf.- i!; tt(Te( wat-.i pYi ng (Imon (t1 U; trough

111:11 01n tK- C Tv t . (C01'; l I euIt I t 11 T i )1 V 11 grOW, aV. i n I ? Sc
mid~ thc Wit1c out ot ~01 f the I .'Ac r with a complex throv-diinctioua1

liii '~~C'. go4('I1'i ly octirs whecnv(r ai I i ,II li d*1k -,uppmrt a Iiecivy



fluid. For highly conducting plasmas the magnetic field pressure often

acts like a massless fluid pressure, so certain magnetic field-plasma

configurations will have instabilities analogous to the Rayleigh-Tiaylor

instabilities. The unstable protuberances will, however, be mostly

transverse to the field lines, with relatively smooth variation along

the field lines. Otherwise the field lines would become twisted by

the growing instability, and such twisting would be energetically un-

favorable.

In the present chapter we present a fairly detailed description of how

one performs a perturbation analysis for a given self-consistent set of

plasma parameters. The analysis determines whcthcr the plasma is stable

or unstable, and if unstable, the growth rate of the perturbation as a I

function of wavelength and plasma parameters.

The formation of striations ini an unstable plasma is symptomatic of its

drive toward a state of lower potential energy. For anl initially quies-

cent plasma, it is possible to derive: an energy principle. In Sectionj

13-3 we shiow how the energy principle canl be used to detcrmine stabilitv

for certain plasma problems. Used in conjunction with Rayleigh's prin-

ciple, one may also find the perturbation growth rate. We consider in

detail the Rayleigh-Taylor gravitational instability (13.3. 2), a plasmia

supported by a magnetic field (13.3.3), and the effect of magnetic field

curvature(1.31)

orllloslmecric 1)Iieiioliicfla, tile sczilc o, tic plcisrc iaraincter variauti on

i:; ene rally cc ry large. Thus, the pertarhation iwave entiji 11I oftenl
Si. a -Iej~re iti h le of vula iriaition. InI "his ca-c

01iC NINV LISS1.inc Si molle si ,; uLSOi dLil pe1 IC tt~i;It onIS hi li convert the ]I ne-

an 'Zed dj I*I erIt a I Ijuti to Sets of :i lgehri c 'loat ionls. SOc] II-

t i o)n c) C t h es - e ( tit i oiis tihi c Yi e I &s Ji sp1)rc i on reIa tioll i'e lat 1 nc

U tile growth ra:te 01 thIe pI klt urba It.I Oi to tile p1 iasi ll 'iJt ;In ii l( %

%';IvCI(engtI). 1is techiiiMu is ;Iiiilied to tihe ';xti

rt i nl istabi litv 4 1 .1 tile Kel ki T- Il iijo Itz Z h a jiln t.11hj lit
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U(13.4.2' , anj 014 o-r.Lt1 s1) (or g'radi unt-dri ft. ~I I xl insta- -

iiit), (13.4 .3) .In S~ctio% 13.4 .4 we show that the '11-tpai ye etffem;

of vi~;cos ity, diffLIiV.1Y', and resistiv'ity lcad to reducud growth raltus

at short IIIe. ut ~L Sc t i.oo 13,. S.4 1o Show hot: the Striaions of thce
10;I-Clc;ronu~ plasmja graduall] ,' Couple with it* ,iiolls of thc nIC1tv;, I fluid

00 the I)up if n~COCIliCi Cat. C te~ bl;v ti*.'o fIuidS bc: 1X04la riL I

III low-1- plousidas P~n i S LIhe L-;11; Of 0 1: SipIP'CI Uver mas,.ncti c

p i~cs- Lre). clnrrvnt 1 .up' c:in lbe seercrate- that Lc:lf all aecra); Ln, of thke

ViTOG:; foreC. .;.t'1 -a ] a field )iuic. The dif~utaIc.it II Jvde

:
1

p cu f i I U.. ir - I- ci A :;t 1-1.1 1 1 . ;tn h i ; l. 4 r; ;--..I ;i -I i -1 13 ~ 2.

Scct]0 Il.'> giv( s od :.:IC tc. ji; o h ',],u:~-j

lip' iS,.I ' I I A '' !o 011:L' !II ~L -V (.A lpc t it 1 11 i:,' .11) 1 i .I I s

As~~~~~~~~~~ ncf r~ I It I'I~V~PI' Ii~;') li)' 1 t I SiI7I

IQ i fisti i Q 1 1: t V C Im Ci uI 1t i I t fL' r t I io ar li I

WIei. tit(.! ICrtiirb~itl on Iit ; ii ~pl C i 1 Vii h pi jlie I-to-c (c' -i kleInce.

1;11111 ,LIIJl i:Qs thc ~ . 't . ~ .C ' o- 111 '' : :i IJ I fl -,'d j:I'(it'1 *,1l'2

o'~~~~~~~ t:c ;ii ItI' L IL \j!t If~. 1c:ili 0:1 ic , W's I P :I:' 'J I ',1  L

tj 1 t.: i l i:,It I c -p i 1\t 'k) I; In r~I iii( T.. I >ii .1 1 - it.lj !j i- i 'lI Mli

t,:e lit! 1) i c J~ I,;: - )£ .. I t tttIaic I L C 1!o.:1i, onj 1 I s;
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itriat~oit evolution to dett-rinlnu these propurtics. Soctiun 13.7 gives a

s.ho.rt revictv of sofic rucont results. No definite answers can as yet be

)g.iven f~or .thoso important noni-linv:tr striation propertias. liopofulIlIy

further analysis ;'iid numerIcal simiultii will yield dcfinitive reil t-S in
th ne1Lxt few mi11rs.t

'11w IIiilitics di scussed here arc busud on an anitl ys is of thle I Isi 11

ma i~ctoiydudnam ccqufit ions and arc 1,rc.-int I> be i I eed to be' the domi nant

' I'IIISC' of' I r iat lous 1 ft ci l1lL I eat burst s Vich r'a der shl1d he :,wa rc

hlowvc' r, Ilhat there exist in the Ii tvr;Ittrc an almost endless vai ty of

oi~lvi. typos of, instLabi t sc's. Genecra] ly themv IarC. base'd oil finler de-

g~p.i'j onls of' 01v pkaisl ; 61), exam'ple, thie 'usc of thle Vlasov o(Imtatioll and

*a~'~I.'L~j IIJJ~jI4.IiI it t'v(' *. 'ifhe:' tQ'1C csWill n10t I)C dIi SCUSSO
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13.2 BASICEQUATIONS

We consider striation formatien in plasmas with temperatures of about

0.1 eV, velocities of about 105 cm/sec, and number densities in the range

of 10 to 10"s cm-3 . Such plasmas will generally have a substantial

neutral component, and there may be significant slip between the neutral

and ionized components at sufficiently l.ow densities. Thus we shall

model the plasma as consi!;ting of a neutral fluid and an ionized fluid,

with collisional coupling tying then together. We also take into account

the effect of resistivity and viscosity because these retard the growth

of small wavelength striations.

The equations of mass, momentum, and energy conservation are:
(See Glussary, p. 700 , for definition of symbols)

1. Mass Conservation

f .-(..oo o (13-I)

at

a't

2. Moniontum COTnsc'rvat.ion

) - - 44 - 4

Ol -1 - 4fi~ ' * -VlP 1..l B+ . sp ( \%(V0- )* . l . \ m ., (V -\* e)

S3 - 4

3. lEncr'y 'onser',, t i on

(-I lI o'- I v- I 1 '1 - 2°V - i) v (t° T° .
t I 00 kio+M I

4. Maxwe I 's Eq; Jt ions

= . -



VxB 47tJ. (38

D cVXE (39

where we have neglected the displacement term aE/c~t in Eq. 13-8.

To find VxE, we consider the momentum conservation of the electrons:

_ ___ ~ mc - ~ -VI',~ -e't- --mg+----(Ve. +xe)J+m 103(VO -V:) 1-0

where we have used the relation

've now need to evaluate tne curl of Eq. 1.3-10. Noe ignore the electron

inertial term, and assume that the electron density gradient is parallel

to the pressure gradient so jx(V,/N.) ;z_ 0. Addition of !'.s. 13-3 and

13-4 yields (if we neglect the viscous terms):

0' 1 =- -,(10P p)JB(p+- (13- 12i

so Vx(JxB/N.e often tenuis to be snlIand is traditional ly ne'Cjc:-ed. Const-

quently, the substitution of VxL found from 11q. 13-10 int L.1-yIds:

Our bas ic set of e''~iosare then FEqs. 1-1 thbrough 13-8 and Eqk. 13-13. In

most cases wc may simplify kis . 1;-3 and 13-; -,oiiewhat by dropping the relai-

tivirlv small inNC X',O(o, electron-neutral coillisional term. We~ w ill

a iso neglect col i sional heating effect:; and heat conduction by dropping the
right -hand si do.; of Ls I S 3- T1nd 13-6. ..c tuall11 vi scois heat in has, alIreaidv

been ignored in i qs. an- d ll~iI-o.
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1L3.3 THE ENERGY METHOD FOR EXAMINING STABILITY

An energy principle can be derived for examtining the stabil ity of various

equilibrium configurations when the plasmia can be mode](-d as a siingle

fluid without dissipative processes- (Ref. 13-2, 1-,13-4)). ti cu

the constant total energy of the system can be represented as the sum of

potential and kinetic encgy. The potential energy must [,( either1 a

maximum or minimium with respect to various possible dispi acewe.nts of ithe

plasma and fields from the e-quilibrium con1figUration. if all pc055iei

d:splacements raise th,2 -otent,.a! energy, the configuirat ionl is st;OhIe p

since kinetic energy cannot 1,e negative; if some displacement-; roduec'

the potential energy, the configuration is unstable to tiho)se slcuci

The equilibrium parameturs oF thct plasma obcy:

0 - V 0 (1 .:1 1

.4 -

I f thle i on -neut ralI coll1isi on t imei i s Ilong c ceiparci to th e I n:;t al1i ty

growth time, the pressure P and related decns itv Lshould lhe that of, th'.

ion-electron fluid alonc. Or, the other hand, if the c ollisio,-n timli 1:

short one should iise the- comhined I -- P1 +PD and C'

In order to use the energyv prin)ciple WQ MUst ca l a;te the (.11~;ini

ie~ Passc at~ wthvziriowi; d is;piaccrnent s of *The is 11"'A TbI

eas ii I d''ne for sm; I1 6d. splacenlienI t from kului I i!brium . Thu)( w obht in the.

* I ~ineari zed (elUiatt OflS hN assumin,,;il pertur -od J)ii- + , -,j+J

RPetc ., and retaiinin ol) first order ter : -.n thc simal I iiiv' it Ie

Momentum h)a lance is thent in byN-
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The partial derivativ- with respect to time yields

- - -V t +Jx Bg 3 t (13-19)

From ".ass and energy conservation we have to first order

- - (V) (13-21

t
,DP' d V"= -yPx(.''-) Q .V P (13-22)

, te that is a lineay function of the perturbed velocity '

Th,. partial time deiLvative of Ampere's law yields

+-77- = 4-r -y -
(1323)

Stibstitution of iqs. 15-20 through 1.3-23 into liq. 13-19 yields:

5---= : (PV~V' )- ' -V(v'"' - v'( ' ' i( ' -g )  (13-21)

W'e inay define a di.,placement vector F(r,t) that is related to the perturbed

velocity V'"(r,t) 1 :

- \" '(r,t) ( 13-25)

Io f i1-st in imail qantitic , z.(r ,t) i; the displacem nt of an cle-

:.Ant of the I);ani;i froii its cquiliihi )osition. Suhstitn ion into :'q.

; 1 1 1tl . I 1,11 t IAI it L;,rat ion wi th I's 'ct to time yields
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t 2  F 0

where the operator r is defined by

-)V( s)P- 7 p JQ B~Q( 4 (13-27)

and

Q v.) = P f'r,t) (13-28)

The quantity F( ) is; the unbalanced force resulting from the displacement

An important property of the operator F is that it is self-adjoint (Ref. 2). 1-

Eq. 13-26 together with appropriate boundary conditions detormines . (r, t).

Because Eq. 13-26 is linear in , we maY IuaDk for solutions which are

periodic in time,

,t) = Z(r)e: (13-29)

Then Eq. 13-26 becomes

'A P& :~* 03-30)4

This is an eigenvalue equation. It has solutions ,,(r) that satisfy

the houndary conditions (% vanishes; at infinity; matching of fields at

plasma vacuum interfaces; etc.) only for certain valties .L' uf t.

Because P is self-ad joint, the a2 are all real, and the C are purely

real or purely imaginary. If any of the .:, 2 are poiitive, th,. corres-

ponding mode can grow, exponentially %ith time and the system is unstable

Thus, one way to shot, instability is to fi Ddes with positive eigen-

values xn2 . This can be done for certain pla.;ma problems , but it sometimes

proves easier to use the following energy pri..ciplc. Define the kinetic

ene rgy of the pert urbed ,1nt]0:-

r - f 2+d~r ,13-3])I

The time rate of change of T is:
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ndT ecus T- 3efajit a rt

De.'ining the potential energy V

- -J>()d~r 13-341

we can then vritq , 33 a

dt

so the total cner~ly T ' ,)t t.h(.v;t. rcmiamns constant 'iarlng tlhe plasma

dis;placemient Ki t)

iij- vic riana i * un~iani if dis~placement. -:(r,t) (,xil-t That !!:-itI;

C'' bccause Cic-. tit, 1,Kt~ i;c ncrv T must bccoi.- nion- zero. Fiirth(.r -

an gt nate t Ih-.grct.th t may. be obtainced from al g

1) JI-11) 1le. -Ua) ,tjtUt on o f Itq. ;3-29) ilitu I i. 1 anTId U. s f w f + Virin

]o !£ccn ri r.'-.-m- ntit, funct ion T 1'ht upet _j Ih DaitIT.
par a w. r Nyield !Lq I-U

K'd'.'i I i N U-C' tllV :7!1 J~ I)riTlCji)lC, %,L' rli'iSt u -l;t c H. ! -Y

CiI Val I ltialte V fur I' x l' k,'Li t ria I r Tb>

I - L-
f 

J X.- .- -

asmaP'*.~ ~.x

%U f dc

-I)Lt .. +~a-



where we have used Gauss' theorem on the first and last terms in the

initial equation after substituting

B.xVxQ = V.[ BQ

The volume integral in Eq. 13-37 is over the extent of the plasma, and the

surface integral is over the plasma surface that has area elements dS

pointing outward from the plasma. If the plasma is of infinite extent,

the surfacc integral may be dropped because F approachec: zero at large

r If, however, the plasma is bounded by a vacuum magnetic field as

in some plasma confinement devices, then tile surface integral can be

important. For further discussion of the surface term, the reader is

referred to Rose and Clark (Rcf. 13-3). llhe -urface term is not important

in the cases we analyze below.

The yP(V'?) 2  )(" term in the -olume integral of l(q. 13-37

accounts for changes in the internal energy of the plasma and work done

in the expansion of fluid against fluid pressure. T]he (g)> (: )

term gives the change in gravitational potential energy, and /4!- . x

relates to changes in the magnetic field energy.

Because instability is indicated when V ' 0 the yP(".")' and Q2 /41 terms

in Eq. 1.3- are stabilizing. Thus we cxpc,'t the unstable displacements to

have relatively smal1 divergence V.- and small changes in the l:.cal mag-

netic field Except in ,pecial cases, however, one cannot generally

expect that ;-C, 0 and Q = 0 , because these restrictions on the
displacements r(r) could exclude instabilities associated with the

other terms in Eq. 13-37.

We now proceed to apply the energy principle to several stability
' - problems.
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13.3.1 RAYLEIGH-TAYLOR GRAVITATIONAL INSTABILITY

Let us first consider the relatively simple problem of the stability of I
a stratified medium in a gravitational field. It is well known (Ref. 13-5).

that unstable flow occurs if the temperature falls sufficiently fast with

increasing height. Thus water heated from below in a teapot (3T/3z < 0)

develops unstable convection cells, whereas atmospheric basins with

temperature inversions (31"/Dz > 0) are stable and remain stratified,

as previously discussed in Chapter 10, Section 10.7.10.

The energy principle derived above also applies to the case of a simple r

fluid. In this case we drop the JxQ and Q2 /4vn terms in the potential L

energy given in Eq. 13-37. Let g (0,0,-g) in a cartesian coordinate

fystem. Then the initial equilibrium must satisfy

p g (13-39)

Ilere P = pK Ii , where M is the molecular mass of the gas and K is

Boltzmann's constant. The density p(z) and temperature l(z) may both be

functions of height. Substituting into I~q. 13-39 yields

_p N1p 0T 13-O)
z -KT T z

Thus an initial equilibrium exists for a wide range of arbitrarily choscn

)p/Dz , as long as one chooses a corresponding temperature profile T(:)

satisfying Lhq, 13-40. hlie question is then whether a particilair pi )file

p(z) is unstable to small displacements Z(r).

Figurc 13-0 shows a typical disp lacement fiold one mi ght .xpect if the

stratified region between :0 and Z, were unstable, Ahilc thc regions telo

zo and above z, were stable. Fhese displacements have a large V' , but

relatively small V-7. In the unstable region the flow i:. mainly in the

vertical direction, with a sinusoidail y-dcpendencc (.,'k of wvel, nigth A

and wave vector k =2 ./ In the stable region above z1 we must have

V. " , match the r of the unstable region at z z , and have .(r)
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wherr wc haive u~cd Eq. 1.3-40.r

Bora~use V must he negative fo'r unstable growth, it is clear fro F. 1-.

thot the uuiotaIl1e regins Pro those where

Cofl'4cquenl I)' a i)Oi diiiity ,;raiJciit,4(o(4)* SiI I 146JLlat ly illt:(:at v~v tcripcer-

11tui'L grdit-tit) p~rodulct Iithi~tlit)' BULLilhi3l or our floii-zuro iChoicc of

Vol, ilit q . I 312, nit 1 d(ii h'n'it Iv o ar v'i thtos4 with negitt iviv deni ty

a:.'1''I~ 11C 13ijf itud of hi) -tlIi)

a.'iil I'~ ~ ~ ~ ~~V i~?hti Iy id! du, I Ii ;, t tidt ;5 L, I 'jul3 '.iIa i

I ~ ~~~ ~ ~ ~ 11K. 3-1 C1ltvi o

Wut%, v IllC- 11 4 Its .1t kar t 1111 10 I ll~' w IlIl I ht 'ol't ha~Vc 11c): I Igil 11 1 LOMI-

a .u~ra,~'t' t - 71 6 it 1 Ii AA t(~v I VL' VAI I ii:.~ tll 13 Ind t 11it? (: vail

i~o to 1, il ko 1--g onAl ;pp~oi('li, r

t 7J0 n h



01 sin ky e (Z', cos ky ekz) for z > z

~ ( ) 0 , 0 , c o s k y ) 
f o r z o < z < z i( 1 - 7

-~sin ky e~ , &,) COS ky e( Q for z < z0

Evaluation of the integrals from z = ~to z +~,over a wavelength

X in the y-direction, and over an arbitrary 6x yields:

-2V = Tg(pl-Po)&2 /k (13-48S I
f0'd'r =(p I+P0o)(XTr) 22k 1

2where 1) = .- zc , and we havc ignored the p~ig /yrT term in IFq. 13-43. 'lhe

growth rate is then obtained from Eq. 1.3-S6

= 27rTg(pi-po) ~

Note that for wavelciigths small compared to the height of the unstable

region (). < TD) ,the growth rate is nearly constant . At long wave-

lengths (A >> TO)) ,howevc r, the growth rate decreases as I/T This

wavelength dependence tend-~ to appear in other ty-pes of instabilitie>.

It is a result of the inertia (p+o /2k of tiic mass flowing in the

Stable -regions above zi and below zo. This inertia domrinates the inertia

((VI -') NI)- 2 " of t he unst able region if %>;--1 , thus yieldifig

F~igure 13-7 show,; the variation, of' the growth r.ate with wavelength. We

shall see later that viscous effects suppress the growth rates at very small

w-!vUClcgtlhs . The' basic cause of the instabilIity is that when ; ' i/ z > 0

the fluid canl achicve I lowecr state of gravitational potential cncrgy b

t to l Iow ingi thle flow field 'Ij.We have thovsi in a rather roundabout

mannecr that a 1layer of heCavy flaid atopl a light flie.g. , water on

tot) of oil, will he unstable and wsill break tin into sm:i1 lor comn'nts

that fall downward w it h a corresponding rise of components of the light
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13.3.2 PLASMA SUPPORTED BY MAGNETIC FIELD

We now consider a plasma supported by a magnetic fielJ against gravity,

This situation occurs ihen onc attenpts to levitate a conducting flulid

or plasma with a magnetic field. it might also be relevant to cry high-

altitude Barium clouds released at the magnetic equator that sink under

the force of gravity. This problem is analogous to that of the gravi-

tational instability, with the magnetic field acting like a massless

fluid trying to support the plasma.

Figure 13-8 shows the ascumed configuration. We aSS-Um0 that the pi:sma

has a large extent in the x- and y-direction, so the plasmaz density

p(z) is a function of height : alone. The magnetic field (B(z), (, 0)

has only an x-component, and the current (0, -Jo), t)) flows only in the

negative y-dircction. We assume some sort of return current path is

available elsewhere so :olarization in the y-direction will no. occur.

The equilibrium equations 13-15 and 13-10 are then

0.2 P- +J B-og 1 3 ;3.1

< = -- l, (1 3-S 2 )

For the displacement .(r) we assume [0,,(y,z) ,r,(y,z)] .No dependence

on the x-coordinatc is assumed because this would bend the magnetic

fcld lines, Such bending of the initially 3tracght fiJd li.nes Would

increase the magnetic field cncrgy and thereby quench the growth of such

displacements. Evaluating the perturbed magnetic field Q by Hq. 13:-28

v i C ds

#o the perturbed field is parallel to the cquilibriunm field. Thus

Q 2 /4 r - = 4 .J ?a 2 .iZ , g , V * '. " 2 8 2 /'M j;- :- ,
4.. 13 z C.

-:q 4I -, z
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and theQ chatnge in iajoict ic cflerg) is

1 14

This cha±nge in mantc crgy will be pstive an qunc th isalty

unless V* is 51mall. Substitution into Eiq. .13-37 now yields

whe(. ir i I., . iak- 11-d t~lc c-ui 1 ibhri U, Cifli' i I .Il 1.3-S. 1

Note the striking simili nty A Fqn 1S41 anrd1-> i oi']' cii !-, is

--ha, tile lna,;ilct c fic Ii j-1,;VVY 3P 'i s 1 Oade., witk 11. of(tiC f

2, to 11. i nii W. t

1.'orl- WC. li, c use;d ~:ri~clouiJ *.J 1: l oinh tlift 's

e~iuatori al ficld of H o3 giu :r:; j iircienir . his for

I C I ngt h le W D 0 11" UMi C - gIi 1i 1 n 1 7' v 'N

compa~red to -g', . .:5 in i theC pur i.tu- - cat:;-, thec

Ifn S t Al o 7. ' o !, t 1-1,.., :I 1 -. ,(l "' . ; i . f, I it _1_-o

11. 1 a .ri h c~u i tv-'' d i lAjuqt a,, j n t , :e 'c c edif: n 'c uVq

.-Id for .i I-lir of tiee'' I jry. ' ., I L f- u i'I !% I P C ' Q:. - hoW

t i d Ik : lia 11 L'-: " Ild 'I - A S W(j;CI J



13.3.3 PLASMA IN A CURVED MAGNETIC FIELD

Suppose one attempts to confine a plasma by a magnetic field. In prac-

tical cases this almost alays requires a magnetic configuration with

regions of curved field lines. Examples are: (1) a simple z-pinch,

where the plasma is confined by the magnetic field of a current flowing

inside it; (2) a magnetic mirror, where confinement is on the axis

between two field coils with parallel currents; and (3) a cusp .eomctry,

where confinement is on the axis between the two field coils with

opposed currents. Figures 1--9, 13-10, and 13-11 sho, ty)ical configurations.

We will find that plasma regions where the radius of curvature of the

field line points away from the dense plasma are unstable, whercas

regions where the curvature vector points into the plasma are stable.

Tile cause of the instability is the tension along the curved field

lir -s. When the curvature vector points outward from the plasma, the

tension is relieved somewhat and the manetic energy 1, . '-o,-erd b,

interchanging tubus of plasma containing the s::e amount of magnetic

flux. In the :-pinch this interchange is called the sausa:-e inst a-

bility, while the topologically similar interchange in the mirror

field configuration is called the flute instability. The same kind

of interchange in the cusp geometry leads to an increase in magnetic

energy, so the cusp configuration is stable.

,ct us analyze in detail a plasma of large extent that has a local

region where the field lines have curvature R and vh.-cre VP is large

compared to P/R. Topologically, this local region is similar to a

portion of that shown in Fig. 13-9(c), with r z I and 6 <1<. VWe

therefore employ a (r,±,:) coordinate sYstem with origin at the center

of curvature of the field lines penetrating the local region of

interest. Thus 1 = (0, R(r), 0), J = (0, 0, J(r)), and . = ('P'-r,

0, 0). The most unstable perturbations will be those that do not

* cause further bending of the field lines so ,(r) shculd not b'e a

function of the >-coordinate. An appropriate displacement vector is
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Figure 13-9. Simple z-pinch. Unstable, radius of curvnitre
of fi<'I lines points out of plasria.

- '- r- - r.

Figure 13-10. Mirror c'nr'4uration. Unstablh, radius of
curv:.-, n' rield .i-Ps points out of plasma near center-
pl an,-

[- II

Figure 13-11. Cusped configuration. Stable, radius of curva-
tUre of field lines points into plasma.
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(7r(r,z), 0, E,(r,z)) with a predominately sinusoidal ck depen-

dence. The equilibrium equations 1.3-15 and 1-16i ibecaomc

0 =- JB =-4 11+) 9k

r r
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:VUI~ti)' iI -_ -yF/r. One may obtal. 1 n approximate 2VJ for a

oiLasi; with varying radii~ of ci xature R(r) byrcwr t ini, 1.;-66 as

%.hIcrc i , the comiponent of . (r) along t(r). In addition to being a i
fuilc' ior of the eeord inat os trrns% ersc to Jhe B fic>,'', _R Will n :ClraI1

"iISO JIC,)icIld %Mf the coor'd iae para1 Id Lu :. ]his dc nendei'cc oil the

-oviI l nrdinat c must be weak, however, hecausc new terms will1 appear 1
n 1-~3 wiil.1 CA:. Chlllitge th~e i- tcrjoz I -'. o'adl .sy oak ]it'_~. tho

711 -,In ~L. k!i ;p~accmeints f.(J) wilIl he I husc. which are relat ivA, v large

licr I'.*' ! t %hich gzjidul.i1 y tJap ' olt' ~IiC)'v k< 0 . To gt

L., I. S tv )I thc rIntabi 1 it, growth irate, con,.id-r .pkis!ma %Nith a
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13.4 NORMAL MODE ANALYSIS

An alternative method of finding the growth rates of striations is to

linearize the equations of motion and then find growing solutions

directly. This proves very difficult in small experimental devices where

the equilibrium plasma properties cften change substantially over a stri-

arion wavelength. For atmospheric and nuclear weapon phenomena, however,

the scale of the unperturbed plasma variation is oftn large compared to

the striation wavelengths. In this case t)'e linearized differential

equations can be reduced to more tractable algebraic equations. One

may also take into account the dissipative effects of viscosity, resis-

tivity, and diffusivity.

13.4.1 DECELERATION INSTABILITY WITH GRAVITY

let us consider an unpeiturbed pla.na that has large rgion:., in which

de.Cleration or acceleration i, occurring. We consider the relat:vcly

simple case i.,h'erein the magnetic tielJ li nH. al-C -t Faiglht , a.d a 1oW

gravitational force to act on the p1 asn.'. We a!st.mc that the 11n1pC rtuLr',vd

V and similar linuarizl teris are negligilie; thesce shear t .'1s lau L

to the Kelvin-1iclhinoliz instability discusscJ below. We alsou ignuic

dissip:jtive effects here.

l1he rLiperturbcd pla, in.j sat isfi¢.-

w L Im i .Id I j C fl], Li 1 .11 1 11 I i--i'

l~ { ll |ll , t I .. . ! " , & l ,, . . ' I ",I t ' 11 ,, /1 , , ; :I X ,

,"I "

v ;I x l ')11 I t
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c - vo r -VP DBoI/I-rt- I-- V Y +-r"

where we have used P' P B' = -,'K - 77, anid employed Eq.

13-70. We now consider wavelengths that are small compared to the unstablo

plasma regions (A<<TrD), In these regions 7(r) z E exp(ik-r) where and

k are both constant vectors, and the displacements outside the unstable

region (e.g., z> z, and z < z0 in Fig. 13-6) do not strongly influence the

growth rate.
L7

A solution to Eq. 13-71 is then obtained by choosing parallel to g
and choosing ., p- V-g/(yp+B/4,r). Because P' = -V (pt), we then

find the approximate growth rate a for A <<-r1)

¢ = + p /a.13-72yP+B2/4r

where the last term is usually negligible. Note that - acts as a

pseudo-gravit: tonal accelecration g, which is a rcult of the r synunet. -

rical appearance in kqs. 13-70 nd 13-71. Thus the unstable r,giuns of the

plasma are those where the den., ry increases in direction of the vector

V-gi. This criterion is analogous to that of the Rayleigh-Taylor gravi-

tat ional instability (IFq. 13-SO) in the limit of X rO.

Khcn the wavelength is ilmch longer than the height of the un.table region

(A >> ni)), an appruxiinate growth rate may be obtained by integrt ing Lq.
i5* j over tie, closed p;rh shown ill Fig. 1.1-12 elploying th, ippl-wXi matc- i b

. , gi-en in 1 q. 1,-.17. 11e line int egral of ( 2x , yie1d:;

2 2 I'<:" )'13-7"

li t he l it . l a I "ie " J ,,t ! . 0 I" S- ' l , Ill,- . d 1 ', llt Cto

-•- I-
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Figure 13-12. Line integral path (solid heavy line) for determining the
growth rate when , > ND. Dashed curves indicate perturbation flow

[E.quating 13-73 and 13-74 vields the growth ratL
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13.4.2 K,/VIN-HELMHOLTZ SHEAR INSTyLITY

The S implest examiple of i tvear in.I Iitv occiirs- when a strat l ied

int-di m in a g'rav itatijonal fic.. Ir1hls layers ;ovin, with di fferenmt titi -
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Suppose we have two layer!; with densities pe and pl. Let po0 >  , so the

configuration would ba stable against the Rayleigh-Taylor gravitational

instability di;cussed in Section 13.3.1. If the upper layer is now given L
relative velocity with respect to the lower one, then there Is a source

of kinetic cr.ergy that can overcome the stabilizing effect of 2p/9z< 0.

An example ,f the shear instability is the generation of waves by strong

winds blowing over the .qurfacc of the ocean (see Chapter lu.7.11).
i

A qualitative estimate of the relative velocity needed for instability

can be obtained by supposing that two equal neighboring volunic. at z

and z+6z are interchanged (Ref. 13-5). The change in gravit..tional

ciiergy per unit volume I.

,SI¢ - :PI-P ) :  13- 7c j

Ac-fore itrch'ang1, rho motle!nttt!n of the two volum. wa. i eVo

We determine a meaii velocIlty V ni rer interchange by conserving momentoiu,,

so (p +pO)V 'q p)V+.p0 Vo. ihe changiv II| kinct ic vergy Is therefore

20_ . I 1
2 1 V7  .1 _A.Lk._ (VI.V 0 ) 2  

(i.7I

Instability Is thcre|h're etiergetically pos . lle It'

S.LILL I I 7M
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Lot us consider thne two layer shear InstiihiliJty in JetnIlI for r i

and with straight magnetic flold linesii [R(z),O,OJ trvinsver~o to -V.
The unperturbed plasma must satisfy

OVWa- P+112 +,

whoro in our cast V- 0 because '%I (DaV(Z.),O), Tho linearizoi. vuu-

(l.JVu k/rA)pI~*'(.

Wc itha1 not need W' and B' explic it ly. lit ti,. I iinj t thut A - I, wv inuw4L

requi re t hat t' vocrtical1 d 1mp1acomont% sz I: K the* surw ;4t thu liur~facti

intcrfaco z zo to z N B otuj i* v t1hip y3ields

t he Ift or fsa. i. ( 14' , IAn l r II emit -vd i ~ gfI-VL , fo4'l r

4 (r) with c.onstant Q: nind VC Ilk tm(1%

/C ~ fI),f~RV/i)'. ,ok j l'um ;

vol'Iyjfu 1''



nogI.v't tho <P>(t~lt1kV)alI term. Soluion Of V4, 13-83 for thu g~rowth rate

Thus there ni growing unstaisle wavo% whon the wrivcengths 2,/k s"ru

short enough so that tht qUAltity under the. radICAl if positiVe. The
rnuxlimun ujigtouttk wnurn for as given (Vo-V 1 ) Ii olitslned bjy liettif

tHIP rutlial to :cTO, and thim yialdo the cierion derived Ii~ Il. 131-78

lor OR h lll. 1in0tuIa it>', the~ gro~wth rante1 gacraly has 1iit~ simain

~ompalctt -I ~ r~ 2 ~ / r.Th , li i ,fyin t hat t hc unlt *ilIy growIing

hilv'C I18uvil' Ill11j; th 11)" ilt:12.~ b a I, vso it v'(qiil tu the jwldli, wvlght vd

vco-Mit or~~t thu two 18Iyurx,

Solt- 011 t hc ; rot' b r4? h VJt J*~~ di-~il l m) 14 t im ',14 fij lI

r lI. bw v'r Y, III magnt-tt' t, f'iv Id will, co pi;i i.8t i 1Ii a..)) L'I tou V

ws~mI 'J rC'LIL1I ' the YV Iawtl Is r t ' 00I ',f 17..r
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thc neutral fluid flowing out o,' the ion rloud. Essontially, the outward

flow of neutrals drags v'long chunks of the hig~h diensit) pjlasma to form,

sheets of striations as a result of ion-rILcitra) collisions. 'fil ion-nilutral

collision frequecy is given by' v jo~sj.

a *1

6--~

Fqr134. Ionneura sip ntblt ntefdeo

the* ion clud

Le j, -o s t~i lt i n c otd tla j;mo i g iiljlif rll"I.I-c t V l
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Ion loud Wit ti l lo Com ard to 1 I4/8i Ill thle Lfieljd I'l %Ill re11k. r~g
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We assume pG> l so the neutral fluid perturbations may be ignored.

The linearized equations in the ion cloud frame are then

C~r ! (P11+ -T- f~l (gslov. )ccspiPOC(13-86)

P1' -V*(P 1 ) (13-87)

pi, = --YPi1V.-z'VP1 (13-88)

(13-89)

where in !:q. 13-89 we have assumed r) f0,4 (y,z), ,(y,z)) so the field

lincs will not be bent L.- the perturbation. Substitution of the last

thrce equations into 13 -q6 and use of 13-85 yields

For wavlengths small compared to the width of the unstable region,

an aI'proxirnatc SOJULiOTI of Fiq. 13-90 for r(x) is obtained by choosing

- t pV ~l yP+B2/4nT) and Ilett ing be parallel to the vector
(:;~X,, g) ;)c~ tir.it two terms of Eiq. !3-90, with usec of 13-87, then

v1 old thu ( di!;per.:;ion relati~ull

,,ice tho I t tvr; i,4 ti,;ially ricl iji'ulc. 110cn c* is nc ,ligihlc, 11iis

I;o (he ""Mi''1 ngth limi t foi. OIC glav itat c'nal i n:tahj i ty di)

~;ciA nf ,,-It I o),, I i. 1. 1 and 1. 3.2. 'h('!: ,, I '. di j i nl ltI a' i har i im
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Thus the plasma cloud is unstable in those regions where the density

gradient 7p, decreases in the direction of (Vo- 1 +-g/spo).

Because g/spo is usually small compared to VOVI the "back side'' of

the cloud is unstable, whereas the "front side" remains stable and

smooth. Typical parameters at 20.0 km altitude are a horizontal Vs of-

about Sx103 cm/see, Po z2x10'3 g/CM3 , s z0.2Sxl1013 cm111gm/sec, and

cloud density changes on a scale of 104_ 1()
5 cm. The perturbations will

therefore grow in the direction

V S+ g/sP0 -5000iY-200Oi (3-3

i.e., in an approximately horizontal direction with a downward component,r

and the growth rate on thc "back side" of thle cloud is

o.5 to o.05 ;cc 13,- 9.

so the c-folding time of the perturbation is only a few seconds when the

cloud has a steep gradient. The above analysis does not account for tile

observedI delay in striation formation of several minutes while the

back side of thle cloud is steepening. This may be due to diffUsiveC

effects discuissed in the next section or to thc convection of

iolasima out oF the region Of unstahle striation growth a'; thle

'a i clouid dis;torts in its steepeflisg process. It could also involve

Ii ssipat ivv currents iinning a1lo)ng the- field lines! to thle lower iono-

sphere * (IeL .Secton 135.2 below,) <



13.4.4 VISCOUS, RESISTIVE, AND DIFFUSIVE EFFECTS

* The dissipative effects of viscosity, resistivity, and diffusivitv, reduce

* the growth rate a at small wavelengths. In certain cases, very short

wavelength perturbations-become stable when dissipative effects are taken

into account, so that perturbations grow only above a minimum critical

wavelength X . These dissipative effects may also be involved in the
c

delayed appearance time of striations until the plasma parameters exceed

some threshold values; e.g., as in barium cloud releases, but present

understanding of striations does not allow us to be certain of this.

Viscosity is taken into account by including the W2'r72VI term iT, the

linearized momentum equation. Because V' ;c exp(ikr'-+ct), the viscous

term -apk 2  should be added to tYhe r.h.s. of I*qs. 13-71, 13-80, and 13-86.

For example, the dispersion relation 13-72 for the gravitatiuinal-deceleration

instability then becomes

Q =(-g D ) (3-95) i2

In the limit of small wavelength (k 2ir/). -; '), the unstable root of

13-95 is approxinmately

lim A2+ 2-

TTr 1( [Vg yP + B2/ 7r ('3-

Consequently, as indicated by the dashed curve in ig . 13.7, Ihi, h .r,,th

r;atc become,; small at short wavelengths rathw, than aipproichinp t he

Constant vItltiC' S1)g",ested by thc dis:i;ajtion-frec an:l"vi , I 7.'

' ... *;' . ff,-c . I ,,it ,i, d whCri til ' lili'Wi :'.d :.' t 'L 'l I [I J

i l' C 1 r i.t i d in 11 com1 t i fig thk Je t,1r. .d 1. .,!M I fIt' ,l ( ' ..., ._-
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47j' =VX' , and using Vx(nVxB') nk'B' one finds

2E

(l+nk /47rra) B, = V(txB)

L2 - 4Tr.) B7j (3-7

where in the last step we have assumed a curved magnetic field configura-

tion as in Section 13.3.3. The equilibrium equations 13-59 and 13-60 for a

plasma confined by a curved magnetic field still hold. The linearized

momentum balance equation is:

+) B'VB' +B' "7c~~zv- f -7 B + V-+

- ~ 2IIa,-j t

= 7 yPV -/ r 4Tr(l+nkL/4FTc) R

T 1 + i 1k/ ,47) ,(R 4J-B'.j (13-98)

When the perturbation wavelength is small compared to the width of the

unstablc region, an approximate solution is obtained by choosing V-

so that the term V{ ... } in E:q. 13-98 vanishes, and by letting ., be

parallel to i,. As noted in Section 13.3.3, in the case of field curvature

it is important to have a good approximation for .. in order to get

the correct dispersion relation for low beta plasmas. Substitution of

V'i into the last term of 17q. 13-98 then yields tht dispersion relation

2JB - _ 1 (2 BP
7R(14 -/4l,') (T+--T TcL.-) iT or

W I'I.(. We have ret a i ned onl y the dom i iaiit i ;rn il Iidiv.. a-,,, t- lit-

C( l( 1 I il i lu ll ( n d it m 1 : , < .)

AS ill thce vase o'f Vi "Cosity, the t1iI-ta le root of ',I. I -' If( c

- ~1..



proportional to X2  at small wavelengths, so resistive effects also

lead to a reduced growth -'ate as shown by the dashed curve in Fig. 131-7.

In addition to resistive diffusion of magnetic flux, electron-ion

and electron-neutral collisions also lead to a diffusive spreading of

the plasma. In fact, these two processes are simply two different

aspects of the same dissipative process. Collisions yield a contri-

bution to V1that is especially large at small wavelengths. Rather

than attempting to compute this contribution directly from the linearized

equations 13-1 to 13-13, it proves easier to replace 13-2 by

t + V -(PV) (13-700P

where V now does not include the transverse diffusive velocity,

and D, is the diffusion coefficient transv'erse to a magnetic field.

The value of D1L may depend on the particular plasma configuration and

boundary conditions. As a typical example, we employ the value given

by Gurevich and Tsedilina (Eq. 1.20 of Ref. 13-9):

D, KU'. +To) * \o* +v~O (3-0

where *and 0, are the electron and ion ,r 4 jC~.18*1 r

i ill ;I I8 I t Ude, cuVp Ic" I

Linearization of Eq. 13-P:-0 and use of v 2 p -k~p' yields

1 1 2

Lxcvopt ii cases involving ma.gnet ic field curvature , we m~i now i enrioe

the relaItive] .rN 111 PQYI-(Ii ffis ive F . or C.imp c' ,Ilse of' t h

In.



deceleration instability now leads to the dispersion 
relation

As in the case of viscous and resistive effects, the unstableI

/2i.k ~ (13-103)

root of Eq.13-103 varies as X2 in the limit of small wavelengths, so

the growth rate again is quenched when 
X - 0 as indicated in Fig. 13-7.

If we also include viscous effects in addition to resistive and 
diffusive

effects, then the term -cq/k 2  should be added to the dispersion relations

13-99 and 13-103. The resultant dispersion relations then show that anstable

perturbations, i.e., those with positive growth rates a, exist only for

wavelengths longer than some critical minimum wavelength k\. At the

critical wavelength the growth rate is zero. For example, in the Rayleigh-

Taylor instability we add -cpk 2  to Eq. 13-103, set .L to zero, and find

the critical wave number.

V (13-104)

Unstable growth occurs only for wavelengths X larger than 2T/k,.

Note that in order to find a minimum critical wavelength we had to take

into account: (1) that the perturbation wavelength is small compared to

the width of the unstable region; (2) resistive-diffusive effects; and

(3) viscous effects.

13.4.5 THE EFFECT OF COUPLING THE NEUTRAL AND IONIZED FLUIDS

In Section 13.4.3 we ana':ed the ion-letitral sli) irstabi!itv whercili

a strong neutral wind streamed through the plasma cloud and collisioiial

coupling was weak i;o the neutral fluid %as only negligibly perturbed.

We now wish to examine a case of stronger coupling such that the netral

fluiJ i perturbid hy the instability.

6L'



The simplest example is that of the Rayleigh-Taylor gravitational in-

stability of a nartially ionized gas supported by straight magnetic

field lines. We assume there is no ion-neutral streaming in the equili-

brium configuration, so the unperturbed neutral and plasma fluids obey

o -VP0+P0g (l2-105)

0 -(P,+B 2 /87T)+plg -(13- 106)

Linear'zation of the momentum balance eouations 13.3 and 13.4,

and choice of V.%o and 71',l so that the gradient terms become zero,

leads to the following equations for the perturbed displacements

To and ;l of the neutral and plasma fluids:

A solution to these equations is obtained if toand are taken

paral1lel to g. We thlerefore let ro = aog and r, aig , and use

the -e uilibriun conditions 13105 and 13-100 tco eliminate 17PL, and

7(Pl+B 2 /8-,T) This yields two equations for thc unknown a0 and a,:

00-j2 ao=~r ao - g .poao -spiqoa(ao-ai) (1-09)

2 ~2 2

The di:;persiun --clation i' now obtained by setting the determinant of

thc coefficicnts of a, a nd a1I in Fqs. 13-109 and 13-110 to zero.

This vields the quartic in a:
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t

pto+plo(l+o +  P g' Pl ) i PO
YPo YP i+B /4Tr

9 O2 2 1P+B/ SP "i

pa2  ( Po (1-yo 112)

+2 = -g.p 1  o 2Yp1 .L- (13-11) I
yPI+B'./4 gVo YP0

In the limit of no coupling (so), the cubic and linear terms in

become zero, and the remaining terms hav eth solutions

-2 Po22 (13-114)

p 1.p
2 _-)' Vppo pig+P+B

fluid o dniyP T + iBl/4e ( luid

Thus when there is no coupling, the neutral fluid and plasma fluid act
completely independently, as one might expect, and individually obey

the Rayleigh-Taylor instability criterion.

In the limit of very strong coupling (s the cubic and linear terms

of 13-d1 become dominant, and the unstable growth rate is:

(p1+Po)C 2  g_.V(pl+po) + PRg1• + YPo+ yP,+B /4v 1-14

Thus for very strong coupling, the fluids act essentially like a single

fluid of density pl~p0. There are slight differences from a single fluid

behavior in the last two terms which arise from the non-:erv values of

V' 0 and V- j , but these terms are usually negligible compared to

g'V(Pi+Po).

For intermediate values of the coupling constant s, the quart'c dis-

persion relation 13-111 must he solved numerically. Furthcrm:ie, if

the initial equilibrium configuration has zero-order ion-neuL:al slip

and curved magnetic field lines, or if diffusive and viscoas effects

are also taken into account, then further terms must be added to

cqnations 13-107 and 13-106 tiiat lead to an even mnorc complex dispei'sio
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relation than 13-111. The algebraic procedures involved are straight-

forward but tax one's patience.

13.5 FIELD-LINE AVERAGED INSTABILITIES

In low-s plasmas (where 3 -: 87P,/B 2) the x force in the momentum

conservation equation 13-4 is usually comparable to the other applied

forccs on the plasma. Currents are generated in the plasma which will

field-line-average these applied forces so that the low-$ plasma attempts

to drift as a unit from one field-aligned flux tube to another. It is

crucial that these currents flow in closed loops (i.e., that V.J = 0)

because otherwise erroneously large electrostatic E fields would be

calculated.

For low-s plasmas it is better to recast the MI-ID equations 13-4 and 13-10

to get an explicit equation for J in terms of the electr field and the

various applied forces (see Chapter 12.4.4). In the instabilty analysis

we also note that the electric field is primarily electrostatic because

there is not sufficient energy available to distort the -.i.netic field, so

according to Eq. 13-9 the curi of t must be negligible.

To account for transvers..to-13 plasma diffusion it turns out to be much

easier to employ electron nu..;ber conservation rather than ion number con-

seevation, even though N. -N within the plasma. Transverse d_47i.-ion1 C

can then be accoui.tcd for by retaining the electron collision terms in the

equation for " , but the eleciron collision tcrms in the exact equation

for J may be ignored. (If one chose to use ion number conservation, then

elec.tron 7uilision terms in both V and J would have to be retained to

,;ot correct diffusive results. ThIs "urns c ut to lead to much more lat,;,-ious

S,: hra,)
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To simplify the analysis, we shall ignore the spatial variation of the ion<

and electron temperature. Temperature gradients are not believed to be an

important source of unstable growth in the ionosphere. We shall, however,

include viscous effects and Finite-Larmor-Radius (FLR) effects in order to

analyze correctly instabilities on a scale of 10-100 meters wherein these

effects have a stabilizing influence.

Another simplification is the omission of Hall terms in the equation for

J. This will restrict our perturbation analysis of striation growth to

altitudes above - 150 km. The full significance of the Hall terms is not

understood at this time.

13.5.1 BASIC EQUATIONS FOR LOW-S PLASMAS

Having assumled an electrostatic E field and a spatially indepenient elec-

tron temperature, we may now employ a potential function C. such that

(see Chapter 12.4.4):

KT-e 4' - (13-115)
e

Wt. jitroduce the notation:

vio K;i rii v. Ki; qi V V. v /2
iio 1 1 i ; 1 / 1 ei Ci ' eo eo e

(13-116)

2d 7 1 + n o eN/B(lrei +re) e N/mc(v i+veo )

Tlie basic equations we must analyze arc: '.J = 0, where for a low-:3, high

altitude plasma (see Lqs. 12-138 and 12-139 of Chapter 12)

eN ril I,, - . _ - o _ _

-',- /B') - i Rd niox "  -Rd L

1bp - 2PIb7 + 11?7V. + b7 f)
- -- -1o J. L " I
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IN 4.

-V(V + NV q - K N' 2 KN
C . ll 7' 0 0

e~. ~~e.+ 3~-N. + q-K N' N N (3l9

Wile 1-e P thle p1~SHZ zii- rs r P*I nd is the, ion ma.ss dn t:

The first termu in Eq. 1 3-11: is dueti to t Ie "I'rlnt i z", t ion'' of t he C,, asmla.

it is divergence-frec andLL therefore 1i10 nt con1tribute to0 the' equation for

It is COl IIlliei~t il1 tile hi] lUn. 110 ontt4JL'i aruilNYSl - ui denre

an aui avcurrent deonsity which om.'it: ti', s term, i .

-J 2 3 >PB/ I;d)

B Rd (1.3-121)

The 0 y term in Ir;. 135-121 and 13-11-7 accounits for the parallel-to-B

con~ductivity in thei plaisma, and the (ec 7/Bd) term, accounts for the

IPedersen conduct ivity. The termn (r. dVI is required to aiccount foi-

-, 'i ati on gro%%thi. The t erms ins ide thle square brac ket of the Ilast line Of

Lq . 13-121 art.' 13-11: are the various forc:es iictini, on the plasiwi. Inistii- f
hi lities can Q driven by the neultral1 winid force- ( - -. V) , the gravi hi-

force (-2i . The last twotrnls ;in FV1. 1-12 1 and 13- 11- are approxi -

ilite v IScouls and I jIi t e- har1mar- Rat u (FiJ( tfurc es, where

6 7
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field line if V*J is non-zero along B. On the other hand, non-zero
V'J along the field lines is accounted for mainly by variation of V

11ii -a ell
along B, so it proves more astute to use V. in Eq. 13-125. This pro-

cedure minimizes the following algebra.

The q in Eq. 13-119 is the electron-ion production rate due to solar

photoionization. During the daytime, the maximum production rate occurs

at about 120-180 km altitude with qmax 103-104 electrons/cm sec. (Ref.

13-14, Section 17.4.1). Above about 180 km altitude in an undisturbed at-

mosphere, q decreases nearly exponentially with altitude because of the

decreasing air density. In the following perturbation analysis we shall

compute the ratio N'/N of the peiturbed electron uensity N' to the

unpcrturbed density N. As will be shown below, the photo-production q

causes th, ratio N'/N to decrease in time because of the increase of N

by photoionization.

The K N2 term in Eq. 13-119 accounts for chemical decay of ionization viar
collisional-radiative reactions such as 0 +O+O-v+h'v. The rate coefficient

Kr  is in the range of 10 - 2 to 101 -cm 3 /sec (Ref. 13-15, page 24-5).

This term causes noticeable decay of the ratio N'/N when the electron

density is above 103cm

The K N 0N term in Eq. 13-119 accounts for ion-,-olecale reactions with
+ +-

subsequent rapid dissociative recombination: e.g., 0 +N2.-NO +N followed
+

by NO e-N+O. It turns out that the ratio N'I N is not affected by this

reaction chain because N' and N decrease similarlv with time.

lo perfrni the perturbation ana l si.S of Eqs. 13-11- to i3-119, we must have

an expression for the transverse-to-B ion 'eloci tv V. . 1:1,. 13-120 is a

very c-ode appoxi:ia t ion to thc c.'Lc.j,, > o; . cc-a bv I!, i .  12- .

C hapter 12. fTle simple feri:1 of Lq. 13-i20 will sufficc here because we Are
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using a good approximiation for J in Eq. 13-117. We shall also need an

exlprcssion for the perturbed ion acceleration V. *hich will be discussed

be I-ow

13.5. . LINEARIZED EQUATIONS FOR LQW-;Sz PLAS11AS

te now obtain the I i 1 carized form of F-qs. 13-118 to 13-i21 by tile foillowing

rep)11'CC!;1Cflt inl those equltionIs: I -\N -cMN, -- P+P', Ve +V

V L+V and J 2-~J 2+J/ I Note that %,e have as Siimed that the

ku,,prt'irbed ion volocity gradients 7\ are TeIC' ll~il-I. P.0 AlSO a-Sume1

that tile ion1-c10 ct! 01n teiziper1atUre( is not perturbeJ, so P1 1 il- + - N'

ASSMuMin that thle Ipert~irled j1 arititics are small and rcetainii rg only f Irzst

order torins il n these ,:,;all 1 yant it ics , we find the 1 meanri.ed eqjUat ion

for

j* v' N'' eN ~
-J. + -2- - - -2 1"

7± N R~N d ± Iio l~- idW

+I~ bx [2-\ -1 % ;NtfJ ' 1
NI L iJ e'

iL) C) v j -- B* N..~ -

,C ilave ('1111 i. 3-2 to el inimi Le 1111i tuel ;11'L)%( eC Alt ii', cinid uISed

.1. t,- C- 0 I1:11lci C 1' -:11 l7-L2M. - -

;wtc1soith% thIlt hi ut Ill the Ofii~hh otl( the 1- LIhf'0tL CCee e 1e 1u-

;leu t 1l si 1 ~CtV v\- ah th he[ 1c j. I 0n -I cut ); I I ip



velocity 1'', 0 1 in the. second for- of Eq. !3-1-'-. Thu- Ji 't i (ij1

7be'-tween tlhoseZ tw'o Slip ye limit icat this st"'c of the a :i s sj roai

ac adeic, however, [becaulse. in actual upp lications at high alt italus o;,e

cannot accurate] y distinguish between them.

L ;I II!-th -h f I I A Y 11Ca -I .( . - L -- !' C

t \ I

tt

1 mh cuc '~ iat' i~.

'Mitia~~~~~~~ ,a h jaIl e' cU



Ia0 elimlinate VI romr Eq. 13-12-' wo usC the 1inearized version of the
% i1±

ajiproxiniate Eq. 13-12C:

-~~ C

bl bxC + -7 h>:" P1

At this point we ssm that all penturhel- plasmna parameters have a spatial a

dej1 OflUCflC in. the transverse-to-bk coordinates of the form cxp(ik r , so

m 0 Canf 1'OJ lac e the Operator . by ik wherever it operates on aI perturbed

qxninti tv, in Eqs. 13-12 a4nd 13- 130. The resultant J. iS:

LL

d tI

isa (::t iro ae 90I- witi - e p c o tle Si- fth ~ - re" 01

p 1sa±Q~tI il) 10er 0, Ond i..ti 4.tre J C

Wiwh hs i cll difrenr.l vectrs appear here.: T firs leofE. 13-131 te~s

is a l~ veto 1rtted( 0F9QO1-% wt1 1, respec tlo theou- sin ofthe i-i in foces~ ion

p las-na-nut nil si p, gi'avi yI inert , i and C mgei uo trn Tescn

kt of oi. 13-13 is advct r aecionk :-:In compte. ourtlIb, anal i- e us

chose a Inx t ion diton ok ot th I ev th ocec h t)c atoa i i

.L

with~~~~~~~~~~~~~~~~~~ t7 vetrd -cino hefrtIiJ i 3-3,bcueehris



direction until maximum perturbation growth is achieved. I believe this is

erroneous in this linearized analysis because it would allow perturbed J'

to flow in the x xb direction which do not have any obvious way of closing

off to form closed current loops.

The linearized form of Eq. 13-11 is

Creo , CreiV, = bx V*' + eo - . ,13-12
e± B - B ' eN

We also need an expression for d(N'/N)jdt, cmployin4 lIq. 13-125 :is the

definition of the convective time dcrivative. Note that

d (V I dN' N' dNJ ' - "t d t N2 It t 1 3 - 1 3 3 )
dtt N 2 dt It

From Eq. 13-119 we find:

dN - N + ".
\ - V N +dt %t eaL III

V* q K N K N N5
: - N'vI + ill N . + q - K - (13-134)ei. c ',III r o o

Iroi th li inea ri Zed form of !u * 3-119 we obtain:

JN N-. . N
a \' *,-N - N.\ - N' .- + - Y'.,' - N'.*.. - :.fN\' ':

dt Ci. c CU. II Ill

- 2K NN' K N N' (15-]35r' 0 0

Siibstitution of Itis. 13-13,- and 15-133 into 13-133 yield>
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N' .:N1 N1
dt\ ~i. N rI -2u N i

(13-] 36)

I.w c rln,. rcasoniab~lc assumptioni thilt V! is negilig ible, although

ii t coeuiplotcl' ob% ious. WC IIow Clllitte V' aind J1 f rom the

111 IN c m sing Eqs. 13-1-)2 Lind 13-126. Replacing bx ik

- c P !c' ~ f

- i - ci N' 00 N q N-?
N 7 -IN 13-1

112rtuLLIVIti21 'IjITCt MI 1on 01he : Mi ad q," '1110

I- oa I ),he vt a1 i Tied f r u thle i nporto.ivlid p18 swa Iv'rameters *

L~ L.!.b~indfrm0 froir, .- P1 Ak *J.1

.inl-~ 131 t his 5 %,1dc

C14.

I N'

J 1. N t

I)-I - u I :[) 1. ~ -1 1, - t h fi natl I I i ns ti t

ri I)1 I'O 1.- L-- t' t Z

IF.



A percrnial prohieni Ifl pe-tUr-but ;, r1ilwialy:, 1.; i s the (iiiest oun of th- !1 It UI a

va I ir of' the prturlat ion * The01- reT'p' i ) ho no1 nsie* i

pract ice, emplIoymennr of ill iniiitia~ N' /fq of :ibuut Ol cUi - 1' 0 ~tr a

it: ciei C-rvvtA ~ t01i'lii U 0l;' for 'V' i.- -uhIi IlvkI I. iot illh dthat A'

must be Zero ;a the two enids of hc- Ii ci U I ilic; otlwr.%i sc, 111A u: lri I Jill

of tp2 cc i h;r *- onA ie f ied I I Iro' "'.ii,~ 1~ k! ~ Ivi. t! '.'ri-L; Iio~ illI1, tIre

whole. a;ialy %sis of V-111 I 0. !-row1 .11. 1."-1 0 i-ht. C()* 'I. t 0It Cofd'ti l

7izi that 0 2 UAt thf, two clli.s of t ;1 f icld( I i~u

Let it!; rvvicl- tlic sjiIi f icBic(, ofi 11 th e i l~ JA 'a nd 1 3-1 3 . 1 lie

f Irst tvr~in j LI .' 13-13** iS i r 1*, tI of, i ;icoiiijireV%. Itli d'U il'tt ill a

$alung' ill, w~hole lnyt.Ii of' the 1 -'Ii li I !it', lit., 1) 0l UI I;I~ in1 ,iOWtfi iiUld 'c .

9 l11C second term ill I i. 13-1,t- fl,71 % -or *.)I it i- '1 ir;zt Iiv IriI CO111 MI'iIV

to j te otherl I.ri'r,11; CX!Cujit I I tlrr tI)Ot of IL' fitI I 11L. Whc' C I;iv ct,

si';fO ti;.t ions * 'lii laill itrild of ' N Ii ;I h:; 1111rerw ' it I.i ;it i 1s s

tl!: 0iou1i It (-d t ori c I 1-w Ii Il'.lIl! Nh i i I . f i e hI i i d I erir IiAn%

* ~ i j s i~ I Iv N, I ,ui rtI ie.arsv r, i .ii i v %;I Lw' I. f r t Irev I I I LI L I IIvL

* tc r~r~~l v1'.)V t~:iui if4C c ;i r,:' Ii Lt -Yi I el-ul% I

.1"Ii'' ciuis JI Ilc'siciuI IHeat -I th Iti~ Iear 'tir i r ,t i. Iii1

1.;1 w e n ' ;, i r r 11vj i - ; c c i i i t * I i d i Ir s ii i il;' I M li - i -t ' 0 1 2 0 c ll 1

wo I vI m.ir Cl:~o l r' d Ii I ' Irits I cij dv.1l ri,~ i i m- j or tI I I i-

Off t CIT

(' +v I Nii i-r N I Ii L Vf Ms i u- Ic- I lit 0:i I 1 tc iert iit i.
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The 1tSL ten' in Fqj 13-157 accounts 1cr'd~a of the s Lriati or amplitude

N1/N duo to coI £1s lond -riaive recomintiIofln1151 and ' fiilti zation.

The lack of strong striation *:rewTh in thc noroial tcayt ime iottosphere may be

a result mf the stabiliz:ing effect of the (1N'/!N2 tomin

In the first linc of Eq 13 L-iM, the terns iniethe brac hex are the2 Arivilio

iorcu of 0 the iua-n'u t ral s;lip for grad cent- drift, or LxII lnsta,:ilittv,

tht LLV . a instahity:, tim Rcwi toigh- Iixlcr inertial :wntaili.ty,

Wn the vagnetic ficid curvatuwe istabili ty. Nltt that in acc:ordance

wit h the discuss Mu ful Awi a, I-q. I Li-i 31 ,tv k ' vettol' diractio 01Shiollid(

heC ignc%. with tue direction of the veci r >~lam inside thi s cact.9

i he r rorc in t *-t Cnfli ic o f I' I) ' ccci r s for I.:,(- op .- IleUtra 1

to l:.jI'loa] Amt: mrut IZ'iT o. Flo Vi scoW ('n t turi is~ Jtan h! the-

C., kjCNIi t ensl, aId I, kt the uif fusi on terms in v 31K i scous effects

ar, ] so t a .;urtat t p4W '1 prt u rba t j o ii.Lt waelemz1,tlItIS tha It ha11V C the lamrej

k' V'-IJlCS. FTlL: Lel'liiiuL ;v . (,N f is fee;;m the I-LR er:fect; it tustril :

yi a!-," stahli K ~ f-'A ,O l' -,1 ,in AL iis s i, relative

sta bilizing iuif 1iiiCC m of VscamS alt1 Ft. 1 IJFQrt'-, one lmust comjwro k to

th of tho I - ' .

1 A' J .J verwir E q. 11-1 3S dfiVes thn. Loll1 Ojn&l -di ft j MsUM~ Ii 1 iA Cht

w t , in. is!:ed isi: ,vruattwr detail1 bc iotw. 1[K d. './Ot s5 (1(.N' 'N) 't

tels ti p. i -3 Ko i'v the A I~g vt.'ct o1'flf io j:jti tnese ter;,S

I: tant :i t toot )s;tey lvighI alt: c'sd'S wr tiio SIC] IPL

'5. L'(I I.,C o. Isr h:t; tC I u TIC Io J~ $ 2:1~ :s

13.t.3 COLL J SYNAL- T~k 1i!TALP T;(si 7-LsI7 'E

c.V l k f ri; Ilwi _-W ex:1 J:_ - !Jt.*(O l ildi-C:tC, jp -it 5t'
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Ref. 13-16) that the collisional drift instability is a possible source of

these fine scale fluctuations. S. R. Goldman (ief. 13-17) has suggested

that this instability may cause fine scale striations under certain

restricted conditions. This particular instability is the result of

transverse-to-B pressure gradients. Because one generally assumes that

temperature gradients ale not important, this means that any trans,'erse-to-B

density gradients will drive the drift instability. Because some density

gradients are bound to occur in a plasma, this instability is also referred

to as a "universal" instability. rhe drift instability may also occur in

the absence of collisions as a result of "inverse Landau damping" (Ref. 13-18,

Section 8.16.2; Ref. 13-19); this collisionless version of the dr:ft

instability will not be analyzed here because it requires the use of the

\lasov equation. T.II. Johnson has suggested that the collisionless drift

instability may be relevant to striations.

The collisionial-drift instability is included in the general analysis given

in Section 17.5.2. Let us re-examine this instability in its most simple

form in the absence of any diffusive, viscous, FLR, or chemistry effects.

We omit all driving forces of unstable growth except the plasma pressure

gradient VP. Perturl-ed ion inertial effects must be retained, however,

to obtain this instability. A finite o must be employed, but r. will

be set to zero. Thus, the equations that must be analyzed are the following

simplified versions of Eqs. 13-118 through 13-121:

J2 -3 + 7xx(PB/B 2 ) =- V, + .V (13-139)

V -hXV C + c ×. (13-140)
L. B Im e"B

eJ. B ±
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where V4, is given by Eq. 13-11S. Linearization of Eq. 13-139 yields

simplified versions of Eqs. 13-126 and 13-127:

J= -a ' (13-143) 4

_JVI
ex C -V (13-144)

where we are using the unusual definition of the convective derivative

d/dt given by Eqq 13-125, and have employed Eq. 13-128 to replace thet

perturbed ion acceleration V' . Flininating k' by means of Eq. 13-130
i. ..1

and replacing tile operator '7 by i1,1 wherever it operates on a perturbed

quantity, Eq. 13-1-44 yields a simplified version of Eq. 13-131:

J - [ .J .k,,)+± ., (13-145)

[he V IP driJng force of the collisional drift instability appears in this

equation via the unperturbed J±, which is given by the "magnetization"

cn lientI. density . Assuming a spatially uniform T arid T this 'J is:

K (Ti+T'I') ,
J = bVI P/B = - bx7 N (13-146)

Ising l'ls. 13-143 and 13-145 in .3'= 0 (i.e., -. ,' = ik -J) yields
IL -

CNk 2 ricJ *k K_(T-.T)

if WT K eN N

+ ,;' ( i d n )
dt dt'N(

L .nearization of Lqs. 13-141 and 13-142 yields

d N'c " -d ( .-if - i:' c b,:k,.;'tx - - " mt- (13-1-.)
68 T (N F15-1.18)
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Solution of Eqs. 13-147 and 13-148 yields the two unknoxn nerturb.tion

functions 4A and NI/N. These two equations are simplified versions of

the more general Eqs. 13-U38 and 1.3-137. To avoid spurious buildup of

space charge on the field lrv,, the boundary condition , 1,' =0 (i.e.,

J' 0) must be applicd at each end of the field line whcri soivins

Eq. 13-147.

To obtain an algebraic dispersion relation, %,c make the further assurii, uns

that the spatial variation along the field line has the form:i exl1p i k z andII UI

that the time vari ation is ex) (;It) . ThuS ' has the ifun'tional ',for

y' (r ,z ,t) = ' e'xp(ikr 1.zt)1.19

I)

With this functional form, VEq:;. 1,-147- and 13-148 reduce tU the lgcbr::'

equati ']is

NE2 ickjf ~ .+

'*1

3 :- - i]+* ] h, k t,,\ + . 2 j31 I

Using E'q. 13-151 to eliminate N'/X iii It. 13-i So, One obtains tie quIadrit i

di siOc ,i-s im ir.:,t ion

- I C

-1-...* -J ' ,' : .

*-+ .' 4 --- , -..... -- - i "" K I *K rN J I -I? ." ,

[JS i n 1.1. i)-I 4£ tO . , tic uroi,ini. rot .t Eq. i3=Il, ],

4- 4.

-- IL L~. I -



B CK )T .T + CK (T +Te)

:~ ~ 2 1~BF T.T 1 -1 eB bk4. ~ ji]I (313

eN j eI
Unstable growth occurs if z~has a positive real part, i An LInuLsual

feature of the coillisional- drift instability is that no unstable growth

occurs linless k is finite, i.e., the perturbation inust vary' along the

field line. Stud), of Eq. 1313shows that at small values of k thle

real part of c, is proportional to k, whereas at -large values of K 11tIe

real part is proportioa to 1,/i . IILs there is some inlter"' i ealue,

kat which the growth rate attains a inaximum value, aI*; th; al- 'Jixen by
r

A * -L k iNK .T (1.3-154)
\CT 1i hfl+k 2 K(T,+T )/M.S2j]

11 . L 1 C I1

*. 3_ 

_T 
+ b Z z z \ f k *( 3 I

This growth rate ~t is a function of thle rmagnituide and direction of k

The growth rate is maximized when k is orthogonal to %'N; this is

intuitively reasonaib1e because the perturbation I:! '<I dri ft is thenl in

direction of VN, i.Q., in .11rCt ionl ()f the dIriVing_ 1'0-.C VP The I oCth

rate *. is prop~ort ional1 to k at sfmall K valutes, anid proport ional
r ± .

to 111k A.at lzir,,o k va ILues .The growth rate, attains I a ~XilMIiMf r

i L iL~r:c iL ~ ac k
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k* 2 TM+, T e) (13-156)

k 
ei.iN Il 'eo~

4oB <T+T K (T+

0 .15 UN: iI k k and K k(3lS

1110 growth rate r is the niaxii-,un possible growth rate that can be

extracted fromi the si'vple collisional-drift, instability dispersion rela-

tion given by Eq. 13-152. When T iTi notc that the tran~vcyse-te.-H

perturbation w.ax',elergth (giv-en by X 2k-k of- this fasttst growing~

mode is about :2 rRgI %,here R is Zhe theormal ion gyro r-dius
9g

(R ~~ v'K.Mi~ . o xge si a 0.3 I.auss fieold %.,ith (1.i +T 1 02e

one finds X ** z4 38 mecters, which iJ.s comrarabl ! t,) the QohSelr11 fllIuctuatOh

size in the equatorial F-layer.

There is a certain amount of mystique in the liter.ature assocjat. i %%ith the

choice of the k v%alue to be- uscd in Eq. 13-153. Often it ii, roconunended

that k 2-./ z ,where z is the lvw.,th alon! t-he field line ),,ei whi,.h

tht: unperturbed plasma parameters are approximately constant. EG., (;al

(Referenc Z3i)ue 100 kin, wherea3 Hudson and Kennel have a more

intricate recommendation (Ref. 13-16, Eq. S) . It seems reasonable to Tne to

employ 1-158 if 2~k -- z .It must be noted that Eq. 13-15S will yield

a sna ir rothrae ha te r of Eq. 13-158 if the chosecn k devijates;

frui~i the k v-alue given yFl S1. -1-. h 10C fk t

emiployed in fEq. 13-I- 153 1 s uite CritiCail in determvining the g~rowth rat-

It w'ould probably beC nest Lo axi lq h IEcio E?;n w

so l% itg IEqs * 13-147 and 13-148 nuei 1vWith the boundarY kcand it ion thait

-0 at the e:nds of' the field line. I am not av;arc of any stud oS



of this type, hovexer. For realistic comparisons with ionospheric data,

one should of course employ the more general Eqs. 13-137 and 13-138 that

include the stabilizing effects of diffusion, viscosity, FLR, and ion-

neutral collisions.

13.6 RECOMMENDED DISPERSION RELATIONS

In analyzing density perturbation growth after high-altitude nuclear bursts,

it is useful to consider three different time regimes. The first cuvers

the initial blasL wave expansion during the first few hundred ,-illiseconds.

The second time regime spaos from - 0.5 seconds to - 100 seconds during

which the fireball accelerates upward and expands horizontally; during

this time the plasma- is still high and the geomagnetic field is quite

distorted. The third time regime is subsequent to - 100 seconds when the

fireball plasma-s has become less than unity, so the magnetic field has

relaxed back to nearly its geomagnetic configuration.

13.6.1 Perturbation Growth During Blast Wave Expansion

During the initial blast wave expansion the Rayleigh-Taylor deceleration

instability is the dominant cause of density perturbations. During this

carly phase the plasma pressure is much greater than B2 /S .. so the magnetic

field exerts only a negligible force compared to the hydrodynamic forces.

The perturbation growth rate is then given by a simplified version of

Eq. 13-72:

In a 3imple spherical blast wave expansion, V is directed radially inwo'rd

behind the -hoc! front whereas W!,' is di rected radi;,ll' t d Rof, 11-201.

Thus, a simple blast wave is stable to density perturbation bvhihd the

shock front.
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For bursts below 200 km altitude, however, the hot plasma behind the

shock front radiates very rapidly. This depletes its internal energy and

causes a density compression which may allow UZnp to be directed radially

inward in some regions behind the shock front. Eq. 13-159 predicts those

regions will be unstable.

In practice, it proves very difficult to get accurate density profiles

from si;iulations during the initial blast wave expansion. l'ithout ac-

curate unperturbed ViiD, one cannot nathe reliable predictions of the

growth rate via Eq. 13-1S9. Nevertheless, it is clear that unstable :ones

do appear inside the blast wave, and the non-linear evolution of these

perturbations may persist to later times. these three-dimensional density-

fluctuations can be particularly important to some optical sensing systems.

These 3-D fluctuations may in some cases (at least in low vicld bursts)

persist long enough to eventually expand along the magnetic field lines

and thereby cause late-time striations.

13.6.2 Perturbation Growth During Intermediate Times

During the intermediate time span from - 0.5 scc to - 100 sec when the

plasna-: is high (3 E 8-rP/B 2 ), the ion-electron fluid and neutral fluid

tend to be strongly coupled. Thus one needs an intricate dispersion rela-

tion of the type discussed in Section 13.4.5. The actual dispersion

relation would be more complex than Eq. 13-111 because tile effects of

curved magnetic field lines, deceleration, ion-neutral slip, diffusion,

resistivity, and viscosity must he treated simultaneously.

During thi time span it is possible to get reliable values fr the

unp erturbed plasma parameters from simulations. Our re.ults indicate

that for large yield bursts, the perturbation anplification is rcla-

tivel " modest. In view of the very intricate nature of the co,;plcte
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dispersion relation and the resultant weak perturbation growth, it seems

reasonable to ignore perturbation growth during this intermediate time span

when the plasma-s is greater than unity.

13.6.3. Late-Time Striation Growth

Computations of striation growth subsequent to large yield high altitude

bursts indicate that most of the perturbation growth occurs after the

plasma-s drops belcw unity. It is the leakage of neutral fluid out of

the fireball plasma that seems to be the predominant cause of striation

growth via the ion-neutral slip instability. At these late times field-line-

averaging can be an important effect, especially when one segment along the

field-line is locally unstable and an adjoining segmcnt is locally stable;

this situation tends to occur in the "heave" region far from the fireball.

At the time of this writing (Dec. 1977), the relevance of the collisional-drift

instability to striations has not been fully explored. Thus we propose to

ignore this type instability to obtain, the folloing simplified versions of

Eqs. 13-137 and 13-138:

d N' -c T -iV ;.c ,-.

TF T ~ eN ' 1.(1 11

+ e cn N ( T K N N'N' (13-160)

"N B r N N

N7 2C io V1 ,0
"  V d . + 91 0 - V " 2 Ph'.:b

,,- ig- On -2o
) i

eNkz clk 2  d r K(I+I
+ '.I + + 0 "I 0...... :+ 1- i+e -t (13-161)

B(l+r o L i te
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Here we have omitted FLR effects, and assumed that the perturbed ion

velocity and acceleration are given approximately by cE'xB/B2 and

c(dE'/dt)XB/B2 , respectively, rather than by the more accurate exprcs-

sions of Eq. 13-128 and 13-130.

As discussed in Section 1..,the bxk vector direction should be

aligned with the direction of the driving forces of thle instability,

i.e., along [V. 01V -v) +ij-cV -2Pb*Th1.
in 0 e± L iJ.

Integration of Eqs. 13-160 and 13-161 is a straightforward numerical

procedure. Often, however, one is interested in computing, a "local"
vrowth rate which ignores tf.ield-line-averaging of tiato grwh"h

dispersion relation for thle local growth rate, -t, is obtained from the

differential equations 13-160 and 13-161 by assuming a time-dependence

e and setting It V C) to zero. Thiis yields ti,:o algebraic equation!s

= [ k'cn -i Ll)~ ~ iN],' [+cT.T K N + ~j~(13-12

B C r N

____ 10 1 C

~~ ~ Vioo B PeJ

Solv.In,. L1I. 13-102 fol. .1 .1n" (Isinig h to Cel!i' mate nL. -

vields thle diprinrelation. becj'pinl': -he i; allry terms inl the resu Ilt

disiper::ion relit ion and si~liIi~ sone iorterms yields:

,.k2
ll k2 N- -. ~

N'V\ ~ -*



This relatively simple quadratic dispersion relation for the growth rite a

encompasses the effects of the ion-neutral slip, gravitational, deceleration,

and curved field line instabilities. It also includes the damiping effects

of viscosity, diffusion, and chemistry. The coefficient P is the standard

transverse-to-B diffusion coefficient

cK(T.+T )V .1V
U = 1 e ei* eo (315

eB

In this "local" approximation, the amplitude fluctuation .1.11/N of oi particolar

moving pi.asnia element at time t is related to the initial amplitude

(N'/N) by:

tt

0

The ,(t) required here is obtained from Eq. 13-164, using the unperturbed

plasma parameter; at the successive locations of the moving plasma element.

Initial amplitudes of 10 to 10 2 appear to yield reasonable results.

A critical wavenumber k Ccan be obtained from Eq. 13-1641 by setting

a = 0 in it, and solving for the resultant k2. Unstable growth occurs

onlY for wavelengths larger thani, c = /kc

I'lasne ) tumcs rising along the -eomai.netic field lines w ill attain very

large velocities (V. i kn/sec) parallel to the field lines. Due to the

curvature of the geomagnetic dipole field there will be a centrifugal

acceleration associated with the V. etochnicallh this acceleration is

a part of V. and it is given by

The,= v breuie + other terms (16u1np r
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in low-s plasmas the other ternis in -this equation are usually negligible.

Using a geocentric dipole approximation for .he earth's geomagnetic. field,

the curvature of the dipole field lines at a point (,,) i3

b.b - -exb (3l8
r(li.Icos 2 5)3 /2

where r is the distance from the center of the earth, is the geornagnetic

colatitude, and eA is a unit vector in the geomagnetic eastward direction.

For r:apidly moving hot plasmas highI, in, the mqagiuc cospherr., the last two

terms in Equation 1314can partially counterbalance or even exceed thle

transcerso-to-b gravitational acceleration g,.

W~e recommend 1-q(. 15-1o4 as thle most useful s;ingle dispersion relation for

late-tie striation grow.th. It does not include thle collisional -drift

instability discussed i~n Section 13.-';.3. One may, ho-w'ever, bo misled by

thle local nature of the dispersion relation 13-164 when the stajble an(*

unstab!le segments along a particular field line cai, mut!.al lY cancel each

other by field-li ne-a'e raging ( ff, cts . K. k. Kortmn~a has shown thnit this

cancellation is particularly lilely to happen when the field-lie-integral

of the Cect'ro density, fNdzi P is indepenident of thle lransverso-to-B

zoordinates, i.e., w~hen there is the same electron content on all fi.eld

1 i ne . In -,,,ich czases Onet must jium,.rical ly intL~grate Eti . 13.10and 1 -16 1

to obtain reliable prediction of striation growth. This seeoms to be

particularly important in the normal i-1-nosp~iere andi in the hoeerei

far outside the fiieball-plumc. The fireb:A'.lume vj;i-Ar, on tC ot!)Co

hand, appears to be described faiirly rel iably v)y the ''local'' dispcrs ionl

relation Eq(. 13-10-1 and the Lagrangian-t.vpeC in tei,'ra 1 ot EqL. i1 3-l().



13.7 HNi-.IEAR, STRIATION EVOLUTION -

M ''e above procedures'-allqw a reasoniably valid prediction' of whereand when -

striations will appear in a plasnma. In systei!'applicatiops, however, one

must in addition have a fairly detailed description of the nature of the' ..

striations. For ex-ampic, -for communication system evaldi:tions it is neces-.

sary to have thc power-spectral density of the electron density fluctuations.

A great amo10unt of effort has beer, applied' in receilt years to. compute the

iion-linear evolution of striations (Refs. 13-21 to 13-2S). These computa-

tions have proved to be unusually onerous bezatise of the difficulty of

obtainiing acciiratc electrostatic potential solutions and of the special

n,'irJ to coirpi-ess numerical diffusion on an Fulerian computational grid

-,1iO 1 jiit (' 5Ipat ial resoIlution.

Jig. -V. show:; a reccntly computcd one-level, two-dimensionial, non-linear

QVOIlot ion Of striations by M~cIonald, Ossikow, :alcsak, and :abuskvy 1 1 3 -2

'VVJOS u thCese \ )0!I1pL~t~tt IOns wzI t , deterili nc the effect of di ffusionl on

-;tri atum un ;,! mnt cing. Tlb concentrate oil this aspect of striation ev-olu-I
t ion, a -- ry\ s impIle set of equat ions and izeometry was employed. A vertical
hi-i-I c of (,,.S vak1iss was usco . A un iform hel ght -indepeniduit iivutrIa 1 "i 'd

~~~.;,;c and a constant ion1-neutral collisionm frqenv(V

W11 aLsrCd. I [LullI termq . gravityI pres sure, and inert.ialI f orc es were

I .~'rc -:) thc field- line in~tegrated versionl of FEq. 12-110( of Chapter 12

twas Tl iCk'kud to:

I.h CrI' i L. L['de rscn conductance z Jr cN-~.- /1 +112 ')1, whi ch inr th i s4
11 io II 10 1

c-oe 1 s ip;'propkl't 10fll to N(x,v,,t) because of the assumed ]CIii uL

a tI e( oof Thus caai he i-c-laced hv Nii1q

695



Fn,,

Ii I~:A if i'ij;i, iii .:. r

i f 1 ,'I
N. ! N: 1.: T 0

x0

II I I

~~YP

x 0

Figure 13-15. Nonlinear~ striation evolution in two-dimensional geometry.

Contours of constant N are boundaries between lig~ht and dark areas.

A maximumiR/1 of 11.32 relative to the background N b occuys in

the lightesc band (labeled H). The magnetic field is out Of the

plane of the paper. A neutral wind V 0 of 100 rn/sec is blowing in

tile positive x-direction. The x-extent is 49.9 km1 and the . xtent

is 12.4 kOf; the finite difference grid was l62x42 points, and

doubly periodic boundary conditions were used. The grid was

shifted along the x-axis during the computation to keep the stri-

ations near the center of the grid; thle x=0l insition indicates the

original right-side location )f the highest d'qnsity Wt/Nb band.
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Electron number conservation was simplified to

= - V - (V N) + D 72N (310

where 1) is the transversc-to-B diffusion coefficient, and V is tho

L->11 drift velocity

No motion paraliel-to-B was allowed, thus reducig thc p16nlCf to two-

d iw;ensional 1mot ion in the x-y p lane transvcrse- to-13. The unperturbod

density profile was of the form

N= N b{( + 1() e.'pj-(x"/Skm)I J, (13-172)

and initial random density pert~lr1ations of 'Jamnplitudc. were imposed. The

resultant initia~l configuration is shown in the top panel of Fig. 13-1).

D~oubly pe'riodic C outidary conditions were uscdi, S,) tile k*CH?1I J ii;ti'lOS

shlown inl Fig. 1.3-13 rcpeat infinitel". in bothl tIIe x- :111,1ircton;

I f iabso 1ut cly nit dcii si tv PC rturba t tns hbad beeni imosed onl the uinpur t irhed

N of ki. 1.3-172, the N~~uconfigulrationl would not k:C1IlljC beCaluse .1

torctes associated with currents flow.,ing in the y-direction WOUld perfeCctly

ha 1.IllcC the neutral wind forces exerted Oil thle 11- 'a . As :I result of the

i li.1I r.1ndeiii d'enlsity perturbIati nns , hoverC] "If .. :0onS are drawn ouit Of

tbc( p1 a Siil;i by the( 11litr-a I wind. rheSe ) pertulrba;tion OTIS m hCliti jitU eIl~I-I i nea Ir

i h m i I d po i t. > t o t th;cit thel- S ov ii-1111 I i I tV 0 e,( tA iW IIA; 0111onlx t hi VLe

d I;LCIIS io iI j:li tes 1 t 1 ~111A4lk VVI 10 i t\ % ( C1111 4 CC 2 j t1he i IftHS IoMI

Ccvk CI Ic I nit I I Ac ,:C :111d 1 t(3 C I I i i. i VI ( ll it. c Ic ClIt I Clit' 11

698



V L

R (13-173)D 4

McDonald points out that this is analogous to the dimensionless Reynolds

number R VL/v which determines the transition from laminar to turbulent

flow in hydrodynamics. lie therefore proposes that Eq. 13-173 may be a key

parameter for the striation bifurcation process. For the computed results

displayed in Fig. 13-15, the ratio R was held constant at the value 800

by continuously adjusting the employed P value as the mean gradient length

L of the evolving plasma decreased from 8.22 km to 1.21 km during the course

of the computation.

When the computations were repeated with a sequence of other R values, it

was found that in cases with R > 400 the striations tended to bifurcate,

wheeas in cases with R 4- 400 striations did not bifurcate to smaller

sizes. Thus, McDonald proposes that the smallest striation length scale

may be given approximately by:

400 D. . - - 13- 17 .1

0

Further work on this interesting topic is underway.
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13.8 GLOSSARY OF SYMBOLS FOR CHAPTER 13.

cc = growth rate of the perturbation e 't (sec 1)

r  z real part of growth rate (sec- 1)

B = magnetic field vector (gauss)

b = B/B = unit vector along field
b7b= field curvature vector (cm- )

8 plasma beta = 87(Pi+Pe)/B2

c = speed of light z 3xl0' 0 cm/sec

d = +
i0

d/dt convective time derivative defined by Eq. 13-125

D zl-z ° = thickness of density transition laver. See Fig. 13-12.

D transverse-to-B diffusion coef. = cK(T Tc
1 -.

e (electron charge =4.8x0 " 0 esu

= electric- field strength in esu (statvolt/c!.i)

resistivity in emu 2 i co

c N

B1 1 2c

nic

(Note th L re.istik C IJi in our unit svste)

'i '-c' ci/-C; JCoe ; Veo/Lze "' o = 0/. i • ; jii -- ii/:.]

+v 2 m cm

eNi W

= in - L: . .. ... ,, - ,, . .' ... f ct r . .. . . . . .

p " ~ C' ' "jo ' ./i . r,..- I,'''.' l . ,,



g = gravitational acceleration e 981i(r/rearth )2  cm/sec2

y =specific heat ratio. About 5/3 for atoms or 7/5 for molecules

= eN e(V i-V e)/c = current density in emu (abamp/cm 2)

J2 =- + Vx(PB/BZd), see Eq. 13-121

k perturbation wave vector (k = 2r/),)

k = critical wave number at which a = 0.
c

K collisional radiative recombination coef. ; 10"12 to 10- 1 1Cm 3/sec
r

K = ion-molecule reaction rate r- 10
- 12 to 10- 10 Cm3 /scc

0

K Boltzmann's constant = 1.38xlO-1 6erg/deg

neutral fluid thermal conductivity (ilirschfelder, Curtiss, Bird)

25 KN ';1KT 450VTCV-
0 0 0 ergs

0 00 -oi 0 " 0

where o 13x10-16cm 2 and o 4 c00 01 O00

electron thermal conductivity parallel to magnetic field (Spitzer)

S. 50 (232 K(T)5 2  ergs
0\0.. m''e l+v o/be) deg cm sec

_m17 C +Vco /Vei 61

= ion thermal conductivity perpendicUlar to magnetic field

2 2C C) N 1, ergs

3[32 T 1'2 l+./2 deg cm soc
1 1

= avelength of perturbation (cm); . 2'/k, = 2c/k , 2./k 0 , , = 2:/k c

n iass of clcctrons 9.1<10 " 28 gins

. o r N". I'Id S, 0 1 i O IIS = ] O, x l . , 1 o f
" ' n s f o - )+

lIass o" neuItraI atomos O r oIL C -l 2i "1. t O gins foi ii r
u

.. - neutrIl t'ltL id i scos i tV coefficient (Ili rschfclder, Curt i ss, and Bi rd)

1.(N +, 2% 1 +1N./N cm see
0 00 l o1 N2 0 10
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W, =ion viscosity coefficient (Spitzer)

0.205 NiKT i V 2.6I0 2 3N 2 2- i g m f o r 0 +
2I-(+0.146v2i/22) B2  1,4.5X10 8N2 /TiB2] CM for

N=N.=N = number density of ions or electrons (cm- 3)3. C

N 0 number density of neutral atoms or molecule s (cm- 3)

vei = electron-ion collision frequency (Longmire or Spitzer)

42-- 112 e4, 2 N .bA 43.7N.
)1 1 seJ' j

3 m (KTe) 3/2 Te 3/Z

o = electron-neutral collision frequency (Eq. 5-31 of Ref. 13-27)

2.03d;O-T°6'N sec'I if 1000K < T < 10C,0000K
e 0 C

vi = ion-neutral collision froquency = sp°  (see s below)

vi. = ion-ion collision frequency (Snitzer)

8xO.714.re4ZN..kLA N.
sec for 0

N1i/ 2  (3KTi)3/
2  3T3/ 2

1 1 i

= ion gyro frequency = eB/ ic = 602B rad/sec for 0'

sle  electron gyro frequency = eB/mc = l.76xloTB rad/sec,P ion pressure, electron pressure (ergs/cm3 )

P oP = neutral fluid pressure, ion-electron pressure (li+j'0 )

potential function (see Eq. 13-115)

q = solar photoionization rate (electrons/cm3sec)

Q= function defined in hqs. 13-22 and 13-28

= radius of curvaturc of field linos (I/R - -R.)b)

R =. " = ion thermal gyro radius (if I =T.

1 1

I = neutral fluid mass den1 sity (gm./cn!3); also density of lower stratum

:'1 = ion-clectron mass density (gm/cm 3 ); al.o dvn:;ity of upper traturn
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,e = mass densities of ions and electrons fgm/cm 3)

s ion-neutral coupling coastant < oV>/(M 41.)

1 2.5x0 3 c mn/gm sec for air ions.

0.25xl0 3 c)in3 /gm sec for Ba+ in air *-
O = parallel--to-B conductivity = c/r .

e 2 eN
e e (cm')

nIc(.ei+V eo) B(r ei+n eo)

T,T = temperature of neutral fluid, and ion-electron fluid (¢ )L

T.iTe temperature of ions and electrons (OK)

V = velocity of neutral fluid; also vlocity of lower stratm (co/sec)
_+o
V, = velocity of ion-electron fluid; also veiozity of upper stratum .

V velocity of ion and electron fluids (cm/sec)

Vs 0-V1 ) = ion-neutral slip velocity transverse-to-B

V = acceleration of fluid (cm,/'ec ) H \t + -V

S= (r,t) = perturbation displacement vector (see Eq. 13-2S).

charge state of ions 1
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CHAPTER 141

PROPAGATION OF ELECTROMIAGNETIC WAVES

John Ise, Jr.

General Research Corporai-ion

August 1973

(Section 14.6 added February 1978)
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-In the fu I m.i ri", s-:t tan1s it, s tn at for prc.pa,,ai' il 'a a~cuurn

tleC clvctri fitel] i satt.sfi s the vl;'c',';to

"ji..~c tli .t a ., k ;I lilne i~~, the onllv va" itt."m *u 'ih ic.' tl

t I~ -lit c, ldiatc t:'1c to th", J crclti l, .J* )uvi~vz~ t w'iih i ih wc

t.9 , C' tO rL !I dAi ~ i-ntiv.:',v tjl~ tit w v a tic il- po 1;1r i z cd

I!( j 2 v-Cc L i n L) f 1: c- Whit '.-V thtL iiim ;2 tii.s dir-L Lionl is- per -

pt-ndict.)ai to the -,ix. i c are, f rc Lo :a 11 11hi s 1 hc x d Irect jooi

I p ij.~ WiciL A un .1 ft vvc I or i n t fie. x d i t i Oil. S icc c

ar (" tic i t her w th pjmce 111)1 v- t h t int. i t dro.: 'A A' iq . I I I it lid

* 2.

w 1 . .l-' liL tC tl ~i t y dttO vt Ii~ It kj .Ii I k, I* t . Cl t q t I

I. ~ ~ ~ ~ ~ ~ 1 , Ct1;tLlt, iS I t ( I t c I I L II it 1. 114 4.I' Itl '



in these c-quations w is the angular frequency of the %vavc (rad sec-

A\ is the wavelength, and k is called tho "prcPagation Con~stant." TIhe

negative sign in the exponent in 14-3 definns a wave travelin- in the

positive z direction, while the positive sign defines a wave traveling

in the negative z direction.

Now suppose that a wave such as that d'.;fined in 14-3 is propagatini .

not iz- ;I''' ut thvotih art i oni zvd pl asma X nst ad. its propaga'tion

c:harac ten s i c s will hc)Q -itt I(d :os a C ;je'eof thc int croct i cm

otwceen thle FIl I ikeld and t he clhargcd part i cles iii the plasma. To get

all idea Uf the CffCeet!! of th i4 itnteract IWI, we Sh1a J .4tudy t lic follow- A

ing simpl e icdl

1)I The positive ions are infinitely iasix, .. hencv arv unafftectcd

by tihe IN wave,

2) Hic much I esg massive Qlect rolls iwuvv irider iv i0Cen ~

eIlctriC f ielId, WO as:;ui.M thle (1I ectvonls rno.,.' tIre.:~N Iv) 13 0 ci

free path, and then arc scattered. Vhc :scatti:, 1.d, try~

corru 1ation betwteen thle d i rct onl )tf I-ojt onl Of lt: Q 1.,:i i

the (Ii rec tion olf t.he cct r Ick field , :1 Ild Ih:Is ha~ h Cf~ i

danmping force. leat ing of tic- plasmIla bv 'lie tivId is jlct

however .

3) No c-xternhl :niicroscopic magnetiC: ti,,d'- li rQ pl'esiit.

-1) 'l11e lotion iof thek electrma'us i.s, 'noii-it iv'-ic tlco i -~

V~lth tIC Bt Ofiio~ei IL h-, ;\. Ill be crL' c

Ill 'inii ~ foc ua~ie'lto~ihxyi . tilt' inc (it, tCLIedI,

to ht
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Vff T /X (14-)

where X is the collision mean free path and v is the mean of the absolute
c

value of the thermal velocity. Then the drag force F is

F - mxVeff h1.-f)

where ma is the mass of the electron and the dot denotes differentiation

with respect to time of the field-induced displacement x of the electron.

IVe 11o1, have for the equa.tion of motion of the elUeLI-on
m. e *~. = - e -e i(kz - t)

mx + v) iX C! C eL=off 14-7)

This e quation is readtlv solved to yield The steady state solution

Vr
_' ( -t ' - -"

- " ff'

-he1 polarization density p is

p[, - i'V f
p - ,N cx - . .. . ... . .. I: = -.& (1.4-9)N ' N2 I -

nI. ,( + '

w'herc 'A i4 by dCefinition the polari zabi lity of the medium and N is tile
0

It is shown in many texts on electricity and magnet i sm, • . ' 1 -1

thu t the index Of refract ion n is related to the polari uabilit y throutigh

the equation

h I eC2.,

I C4..

- m, etl1., .. 1.,,
7C f
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whlere wo~ have intruduced thu plasni'a f requency t.,i ue! ijed 1)y

4Iii

In the presenc of a rcfractive medium, tht; dispersion i-eluticni, IAl.

14-4, is replacod hy the g?1riedversion

If wc define k 0 t/c, t-hen Fq. 1 -13 an hc writte-n k TA 'rhoe plane

wave SOILutions 1-1-3 arc rewritten accoidingly to read

I'ih eniing of' the pl a sni fre ju eic is nad ( cli l ) f i ciirL

1.1-11 and 1.1-1. ill tho 1iilli L ,Shcl% ff InI t a:. ,

f 2I2 1/2 I~-isr and t 1,o WLar .a t.in 0 1 f t he

ci iclioctric produces a phase, sb i ft of 11wL WaIVe VeJat j V . to thle ph~ise Of

'I wave Propagaing' r~ i f .0 11 15 s pre w1jIg I naI1,y and aINy

%,ave traversing t he medi um will he damiped exlponeitjia]. v inice twe have

aIssuIMd V 0f , there are' no losses in the -e1diuIm. hnceIC thle caSe

the inter face between' the plasma andt tie agihi ent vied ion.

Likewise, a transi tter iincddled Il ;I p'LIasWith wi ti....il haIvI

.iiffjinltv tr-ansmitting a s ignal. The ;igna falls1 off as e -k 0 :

so the 'aMpitIcIC' jS 5snail fOr Z A''/2ju -ierc is thle free-space

5*C 1 -l, 11 1 C t hie d i .cm5s i OTI ; Of IC i p)1 as1i,;1 IC ('

ac''comnpare-d with /'-:i,! Very) 1 Itt IC CnCtcgv Canl lie ILG1Kited to thle

{'ut.. ide world.

1.v witsli to Are--Ss thle fac:t thlt thle exlJ(nent ii aii pili'. ill thle --asc

~eft, ,:' x d(-(.s nuot impi I thIa t energy is ;le Iii', .ib~sorhed by t Ie 1pIl aSii;i.
Rat he r , t lie t.nvr~kv) i s be-i js d iverte (-, r1 t 1-- n~Ired to i0 1 ore 1i
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aiIC s ' , +m il ii! the case of a iave we let Oi1 tile

plasnia, c, ia e sin-it -h i.t ho c c -m of ;oteini m ddcd

intheif

:afhi.L i i oior t c.( J! -jwoniv& ' ' tl i

;IS cii the K;;,,? of t

2!1iI IV" 7 lc t it )1th

f t 11K 1: C Li i.' I W 0: 01 1 lt- 0 ~ F', I ni I he W i C: s~kiiI

li t' 1 1,'I%4

ill> tic a :a'~~- . t~ '.e H :~ lc2. o -n~ tLL ye -c'

L t



the waves of interest. The second section discusses the general consti-

tutive equations connecting the various field vectors in an ionized

magnetoplasma, and gives a brief review of those plasma parameters

relevant to the formulation of these constitutive equations. The third

section is concerned with the propagation of plane waves in uniform

"cold" magnetoplasmas (spatial dispersion negligible) with a short

discussion of more general cases. The fourth section deals with wave

propagation in nonuniform plasmas, and the final section quantifies

the various propagation effects for tyTical systems.

14.2 PROPAGATION OF ELECTROMAGNETIC WAVES THROUGH FREE SPACE

14.2.1 ENERGY PROPAGATION

The basic equations governing the vacuum propagation of the vectorial

electromagnetic fields are the Maxwell equations which (in Gaussian

units) are (e.g. Refs. 14-1 through 14-4)

c at c

=1k+ 47TJ
c 3t c Bt(14 -16)

'D 4 D

B 0

In uniform media these may be supplemented by the usual constitutive

relations

D* 4E + -l 4 4rP ii IiT--? + 4Tr B = wil j -~ (14c|-17)

p is the polarization density induced b, the field and we have assumed

no external current sources or convective currents are present.

-9aca, j = p = (, and in our units F vi = 1. We nevertheless carry

the quantities c and p formally in our equations, for generalization

in the next section.
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The transmission of energy by an electromagnetic wave may be under-

stood by considering the Poynting vector P, defined by

P T (E xH) (14-18)

From the first two Eqs. of 14-16
- -9- 

-0 c 1 - - T -
P (H . E x H) -- (E•D+H*B) -cE'j (14-19)

We note th- t the en_ rg4 densities stored in the electric and magnetic[

fieldsare -± and 18B , res pectively, so the various terms on the

right hand side of Eq. 14-19 can be identified as the rates of change

of these densities together with a term describing ohmic heating losses.

Taking the volume integral of Eq. 14-19 and applying the divergence

theorem, we find

B H +8D -
B't HfL -X 8 aC I: dx + ds (1-1-20)

wherc the first integral on the right is over a volume and the second is

over a surface that bounds it. The left ;ide of I-q.14-20 is the rate of de-

crease of the sum of the electric and magnetic field energies while the

first term on the right represents the work done by the electric forces
-tper unit time on the moving charges which constitute the current J (in

Gaussian units the dimensions of j are abamp/cm2 , while 1 is measured

in esu). The last term will fail to vanish, for an arbitrarily large

enclosing surface S, only for fields 1. and II which fall off no faster

than 1/r at large distances, and for such "radiation" fields the vector

P thu; can be considered to represent the rate of flow of electromagnetic

field energy per unit area across a given surface. As is well known,

this representation is not unique, since it also holds if P is replaced

by any other vector differing from P by the curl of an arbitrary vector

function of the space coordinates.

17
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1 .?FREE SPACE SOLUTIONS OF MAXWELL'S EQUATIONS

Although Maxwell's equation; intermingle the various coopon(1l nts of the

vectors F and H, as pointed out carlicr, a scalar equation for each

rectangular field coraponcnlt can he derived by eliminating all the othcr Com-

ponen11ts' from MWixwe1ll's ('(piat ions. Thus assuming 1i constant, ipplying the

Curl operat or to thle second hq. 1 4- 1 , mid isin~v the fi rst 0(pril lon 5the(

vector identity Vx (1 17) 1) -'l -7W, W bti

2ihasiiilreuto o h opnn fi Tesla n o

wtha idiiual feluationifon h opnnts o n I fro these 1 sqa onS tirc not,

of' course, independeIntly speci tiableC lC1Of~ u thC11 ircoon i 1h thrOUgh

Froni rq. 1.1-21 and the right han6 Sid-, Of the (:H' l i 7* rLY! cC I AO,: t hlC

sourfCes, Of th,- i' <1I ds . We nin iiirod- ic two rother 'm uJ~lt iti eS thl t

lLI pOO '~~ Ci Oht:Llliih'v oeica S0111 101i' Oft t1142 xe I(jd 11;

TinC first, the 'vc-tor poteit i:tl A, t ;ik,, ic oun.t of 'hic foirt h T-( I at ion

(i~. Ii (I by I ett ;?uz4

h\ dvfiniul~jz tin. sea llir p,(tri ki b

1,1,0 ;: ; " i , 1,



Since IEq. 1 -1-22 still lcavcs thle vector potent ii 1 kUniefine1d to Wi thi ii

thle grad ion t Of some a rbitrilry funct ion, chi s Iate I funViLIIICt ion may hC

fi xed Ly) sctting the terin in brackets in FEq. 14-24 equal to zVC. 11 1;

I.orcntz condition a--sure:; a relativisticAly .ovariant refl~tion be-

tween thle scalar and vector potentials, c5 . , akes A'4; a foul. V.Ctorl

and ;miles I)oth satisfy thc samc type of wave oquuticn as, that obeyed jt
1,y L anmd 11, EqI. 14'- 21. Thus the Lorent z condition, together with 1-.

traLnsforiiistlm third relation of IEq. 14- Ic into

2e 4~

The, above equations 1i-21 , 1 24, aiid 1-1-2.; ArO ill Of 0,C Same formn

Sit iX , t) - L U X - i, X, t L

where C3 is the d ':A..\Icibcilt ian opera,.tor, V :.~ The Sc'Illt ionl of this

equat ion (...kvfs. l.1.1-I11_S) i; eaiyShown, by '1n1lo01y to Po(.j SoT"

eqirat jon , to he

u~~x,~ ti vJL__ 'IXd,(1-

where ',he cc-Larded time t - x x /v d ;fijnes t he t inie a t is 1h ci t le

time vary ing cLurreTt S and c.hargeS (unI0lo'ouLS , in E.1.-1. 1-24, and.

1.1-25, to the fiuetiko in thi tucgr~and wt I.q . I~ - 2 r ir ntrol"oced

into thle integration.

I hu s thec sol iit i ons for the vector and sea]1 a r poAtnt ia 1 A imflu -' , froml
v.hich the field vector!; ii and 11 :ire derIVed1 imnie1)di .l in EqIs. i--

and 1.1v2 . e
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J(x d= ' (14- 29)

where the square brackets [ ] indicate that the variables within the

brackets are to be evaluated at the retarded time t - - x'I/c.

These equations then give the formal solution to Maxwell's equations

as an integral over the region containing currents and charges, the

integrals at each source point x being evaluated at an earlier time

correspoirling to light travel time, at velocity c, to the field point

x. These "retarded" potentials may be understood in terms of information-

collecting spheie3, concentric about the field point x, convergini

radially with velocity c, and swtmpling each source point x' at a time

earlier than the time of interest byv an amount -X'/c, the time

necessary for the sphere througoh x' to convcrC on the field ,oi t .

Source Region

0x

Figure 14.1 Geometry of field point (P), origin (0)

and source region.

14.2.3 THE RADIATION ZONE - PLANE WAVES

U

''I, .l~VdF" 1ii roil's ";t Call maKe a I:oul-]Qei*

alnalvsi: ove:" t i C ~lald consider eich our icr COII)Omlt separatc .

o> we assume, lor a radiiation pulise :i;rite in tioc,

720
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Alt) jdAx) C (4-

where the Fourier component A Jjis found by taking the Fourier transform

of Eq. 141-28 (for details see Ref. 1.1-6, p. 1362) .

A- (x --- dx' ,(43

w he rec r = x -x ti . l eorresponding fourier component of thle magnet ic

field, B" , is, from Lj., 14-22

where1- it must be remembcred toot thle operator operates on the f ield

Since x- only occurs irn CXpresi~slo inlvolv ing x j canl or r-

v Iaced !hv' Banid taken :inside the integra, alth-ough of course itde

not operote on x W). Thus We canll wr-ite

i~rr

e xi k 1r'kr1'*

Thie f'irst tern i s Jtere 1 thle i-ctard et form; ,if the st li: el l, 11IL

tal; off as r. Phi s term, which dot'mintecs closne to thlesuc-

li .st ri hut ion of i , cal led the ''irndiict ion f i lI,'' bit 1-am! thle

ir'tmc- :t- Ited alfter' IJ* I- I-') th ter;! coot ribmites; 11li , - 1 he

Citrierg nilL, ttd. ML -adizited ocrgx1% :mist oinnte mi the. !i-t tern m

-1' ~i;i J: the ccrIloldCl em Tar I, whinch fal1oil as1 r , and i S

cii leau th.- 'ralationl ficid." '' 1 recoost itition 01 tone .- arinus i o)ll lr

ccmpenenoil B t hen '4
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-" [ - - -iwt

B(x, t) WJd B(x)e

r [TIL LI + --. (14-34)f\c r 2

whr [* ) C -t i(kr - t)d 1-3
where [3(x')] f- ij Wx')e dL (14-:6)

is the time derivative of the current at the retarded time.

The Fourier component of the electric field may be computed fromn Eq.

14-23 in exactly the same manner (3. z., Ref. 14-1, p. 247), and contains

three terms

p..r ekr f (t. x -, ikr(. ): drx + 1- ("rr r × 1) x r] -- -dx'

ik ikrJ kf L r)] -r x (1.i-36)+ [r x x r)

where the first term is simply the retarded Coulomb field, the second

is the induction field and the last term the true radiation field. The

Fourier components [o ] and [j are related by the continuity equation

for charge conservation

- ik d =(14i--37)

Two fundamental properties of the radiation field ii, isotropic media

appear immediately from lEq. 14-33 iid Elq. 14-36, namely

1. the electric field, the magnetic field and the radius

vector r form an orthogonal triad of mnutually perpen-

dicular vectors, and in view of the definition Eq. 1-1-18

of the Poynting vector, the encrgy I'low is outward from

the source region along the radiu.; ;':or r.

2. the field amplitude-, both fall off as r- 1. If the source

dl:mensions are of order d ). 2"v.'., , as is cftcn the
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case for communications antennas, there are three spatial re-

giuns of interest;

the near (static) zone d << r <<~.II
the induction zone d < r ;

the radiation zone d << X << r

The fieldis have very different propeitiies in these three regions, as

soen from FEq. 1.1-36.

0;i the othcr hand, if d '>> X, which is typical of radar antennas, condi-

tions arc qui te different. One may properly ask the distunce. r from the

..ource distribution to Which it is necessary to go before the radiation

field (the last term in Eq. 1-33 and 1-4-30) becomes a good approximation 1

to the totA field. Expansion of the integrand in TLhe terms of Eq. 14-

36 ii poiskrs of r leads to three conditions K-r >> 1, d << r, and

J. I o fe t1st two Min toly iou s, that the di-stance he 1large compjaredl

to lath thL- watvelcngth and the linear dimensions of the source. Th e

third, pi-Iiny less Obvioius, state., that for source regions larger th

Iavlnth the RTaylcighi distance" kd2  2 iTd2 / is the factor that

evli~sthc i-ai-ne beyond which the radiat ion field is a good aplproxi -

ation: to the itti 1 field. The significance of this Rayleigh distancr

scleair fte;' a r-idar antenna, since it is the distance aloiig the antenna

axi: it whi ich the center and edge arc Out of phase by O.5 _id i an. F or

vI I',th 3 cm 1 < 10(1 cm

h H o I :'.d y ~1 c

I)' , ilt h /d .01 rad k

Ka) Ic i Ii i I ICeQ kd' < 20 kii

lii:) I *,iioflz wflsidkK, i-r the Iu)i~z)ce of thi: chapter, that t> pical

J iin,_ i Si- ii, 1 fli rai- 101 o 01- wae one, and wc tuirn inow to

-I s~ ~ ii 1 i i.: I' .4io;it ion ini i s;ot rori L :;icld~
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We may asstme, without loss of goenrality, that

^i( " - - t
E(x, t) = c c

1 0
(14-38) 4lA

- ^ ei(k ' x - t)
B(x, t) 2 BO c

where &1 and 2 are two constant unit vectors and U:" B are complex
0 0

a.iplitudes constant in space and time. In the absence of charges and

currnts, . ., far from any source regions, both 1; and 1 are zero,

anO the vanishing of the divergence of i' and B (fron Lqs. 1.1-16) demands

that

so that, as already noted, . and B are bo-h perpendicular to the dircctiun

of propagation k. Substitution of Eq. 1-1-38 into the first relation
Fal. 14- . ic ives

i[( 1 )E - - ]ik x-0t) (141)01 c 2

whicih has the solution

G2 - k 1.1-.11

B = Ki (1- 3-.

so that (6 2' k) form a set of orthogonal vectors and IL and , are in

phase and in constant ratio for isotr(pic mcdia.

(learlyv the wave described by ILq. 1.1-3s is plane polarizel with electric

pola;izatioil vector c i . A gencral state of iolriZatic, is des riled

by a l incar combination of two stich wavc, t ith lpol.ri. :Ition \octo)5 C.

avd el' hCrc , X ' and alipl ittidcs L and ' lhese 1Ittker

LtIt.11tit iCs, bCi ing coopjlcx flltlbI'er:;, l 10%% the pss il)i lit) of a ha.sc

-d ttelcice between thc two v e.I tIS a l le -ct l ut i on f'r , li OIC

aV" pr l: at in i' c direct ioll k is
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4. -01

If U0 and E0' have the same phase, Eq. 14-43 represents a linearly

polorized wave, with polarization vector at angle 3 tan'3 (%'1/E) relative(

10 1 and magnitudc E =~ 0 F T' E,1. If L and E ' have different

phases, the wave is elliptically polari.zed; if they, arc oult of phase

by' 900 and have the samc magnitude, the wave is circularly polarized.
lil

Up to this point we have discussed plane-wave nionochromiatic. so1lutions

in the far-field, or radiation zone, which arc valid fur almost all of

thc configurations of interest. However, even in the most sharply timled

radar traisitter there is a tinit dhough usually small, fl-act jolal

:;i-rcad of frequencies. (RecallI that the Four ier anlal vs is of aI wave

train leaids to thc very simple result that the rqecysra is

.0hout tho rec -ii~roc;i I of the t ime duration of the pul se, thus theC finite

time duration will itself lead to a finite frequency sp-read.) Ilhe hasic

Mhixwe 11 equations arc linear, so that inl principle the 1 inearsue-

p)osit ion Of so1lutions with different frequencies may hmande in a

straightforward mnanner. However, the2re are several subtleties that miay

present. themselves ill treat i ng propa1 g t i on through pl asma s, aind we shl 1

dliSCuIss theseC inl 11o0e detail inl Scti ion 1..4. I n 1)1.ieCf

1. Ini dispers;ive media like plasmas, tlic- permittivity is a

fuinc t i on of the elect ronia lnet i c twave frequiencv , s o

that U iffererit coui~punicits ot, theltav travel w~ th

, Iifierent speeds :id change phase with respect to 0o1C

ailolt- Ii at : ; ve poi nt inl spalce ':ll hs ChATI, '

ih li ro 1 'I V. 1I t V , or crly t, I ovw Ic o: i t v I fi fI,.]

**~i Iy' from tho: pl.. sc. Ic o., it

-,d -i f Terimt LI

1. I, i miilomooil Ixoi is i) a 'an :; the CJ HC rfer) t feuic
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so that linear superposition at a given point becomes quite

complicated,

14.3 THE CONSTITUTIVE RELATIONS IN A MAGNETO-PLASMA

14.3.1 THE PERMITTIVITY TENSOR '

The chief plasma regions of intercs3t arc the D3-, Ei-, and F- rcgions , %.here

(under normal or weapon-induced conditions) typical electron deonsities

of interest are from 103 cm-3 to 1012 CM-3 , and neutral densities ranlge

'from about 109 cm- 3 to 101 ~cm-3 Or So. Typical plasma temperatures,

'it times of interest for radar propagation, are from a few huindred de-

grees to perhaps I cY . Thi field L1qs . 14-10( are wri tten in termns ot avcragc

values of the field vectors, averages in thc statistical ensemble sense.

Averaging over "physically infinitesimal" volumes is only valid if

fluctuations in the number of particles in the volume are smiall.

Fortunately, because of the very small ratio of the interparticle sep-

arations to the wavelength, conventional macroscopic (continuum) electro-

dynamics is valid. In Eqs. 14-16 then , the fields E and B are the

statistical averages of the nicrofields, and all the plasma properties

are expressed in the form of the constitutive relation between I) and F.

The most genera, linear relationship hetween these vectors is

t

wherec i Lire t ensior indices , throcueh .3 and rhe, repeat cd index -i

J.c1)'' , sum o\ cr J. "lie lirji ,s on th- time in-cegral in,.-olve ,iil,'

the principr' of c11a fy)oi i::0i'Cnc0US , non-t ime varyin ;ie 1,~

(-,I -

hJ,., k.ernel can be i11tk..'iirctCd i j i.. cerii n ii jced ' a

JC'I !~~~~-M I 1~ r, ''l



implies the following general properties of the plasma.

1. Frequency Dispersion. If the electromagnetic field

frequency is sufficiently low, so that induced polar-

ization is established essentially instantaneously, U

at time t depends on . at the same instant. For suf-

ficiently high frequency, D(t) will depend on the

behavior of t at previous times.

2. Spatial Dispersion. If the frequency is high enough,

or the refractive index sufficiently large, the wave-

length in the plasma may become comparable to various

microscopic characteristic lengths, such as the inter-

ionic spacing, or the Debye length (to be defined below).

This leads to non-local dependence of D on E. This non-

local relationship may also result from a field effect

transmitted to distant points by thermal motion of

electrons. In the literature, spatially non-dispersive

plasmas (with which we shall be almost exclusively con-

cerned) are often called "cold plasmas," and spatially

dispersive plasmas are called warm.

3. Anisotropy. A plasma may be anisotropic due to spatial

dispersi-on, in which case the propagation vector " pro-

vides a natural axis of symmetry. Similarly, even in

spat ia Illy non-dispersive media, anisotropy can be pro-

duced by the presence of a steady magnetic field.

We shall consider these three gencral lproplcrties at greater length

below, when we make numerical estimates of their effect.

From the definition of the displacement 1) (o. Eq. 14-1 7 )

++ I , TC 4 -3- 3t+ hj'= - +4.t(1-(,

5t 9t t t

whero j' i the di--placem'ont current associa.ted with t!! ':'"ryjing polar-

i.atior, j (see, ".;;., Ref. 14-1). For monochromatic waves of angular

frequency * , this becomes
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-~+ 4-ri -t,
D =E k 1 (14-47)

Taking the Fourier transform of Eq. 14-45, we find

D(W, k) = E'. .j(w, k)Ei(W, k) (14-48)

where

-* ~=fd~fdE.(o, ~c~-"~ x - ct)

(w, k) d. ReR (1.1-49)

-T and R being defined respectively, as t - t', x -x1 rhe tensor

E- . (w, k) is the complex permittivity tensor, anid mray be separated
int Hermitian anid ant i-Ilermi tiac, components I

cZ' .. (E ) (-, k) + I. O .(, k)

where 1'w. and 0 i. are both Hermit ian. IIn "cold" pl1aSnIZas Withou~t

spatial dlispersion

(*~~F, K) £'. (xK £. w + 7.(J l-i

InI tlih zi! ;c t here is nio nieed to take sorat ial FoitI ic L0i1iI'UI1L::1t 5.

Furthermore, ini the ;ihsetice of itn cxtcrini 1 magnlet ic f i cIi, whe re co:np let

loecal1 isotropy exi st s, tho tensors c (ii and.:i . ini Fi . 1--5 he -

come scihr(jLUJnt itij(-S *.1J ad ('),thc perini tt ivi t and cnutiit

res-pect ive 1)'.

14.3.2 COMPLEX PERMITTIVITY OF A 'COLD" PLASMA

Iresc kilrailt it ic's arc declermniined hN the ;;iotii: of tlire c Iccti- !ir d

to ;Iintich lesser eM cu.t i, I lie- runs! rrI tire app lied eicIIm: e ci-d

u.u I ....... iI' 4I 1- "1L11c thti iiii ti l lit I fit cd t I oil jil f d i t o f~

the expirc'ss lullS I-01' Afid . beti by hrcoir'- i dcr 0,w the cqunat i of jlt ri oin

of ;IrI I cec t ru Uic1 C t he c nilhilp d i he e 'P tie O)a i i, :m"!~ pir
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collisions with molecules and ions. Considering only billiard-ball

collisions with molecules for simplicity (this assumption will be relaxed

2
later), onc may ascribe an effective collisioii cross-section .,a to

each molecule, so that thc effective collision frequencyl V~f 11

taNN being the molecular conce ntration and v some me~an electron

velocitY.. The mean change in momentum of the electron per :second, due

to collisions, is thus -iu ef ;, and the equation of not ion of thv

electron is

ff
M

whose steady state solution i-,
V

iihe inid.Ucd pu 1cl'i .at i n kIu to N 'c etcn :~itiS

p=-Nor i-l/1(15)

so that *

ani'i coi-.parison twith kA4. 11-51 gives I-or the porhi ttiv iYt aIIR

'01 LhI lJ ctiVitY C'

-' N

el~f

%01 Ie t I elle'C.t i 'VV %:0 1I i S i IIII tr eq I n c v. S -t 1 t.0 be ,iC 17l V I
el

J Ict* ij',2 I ).rt iCuLu v b1 V r t le CA 1'c 0~ 1' c troj. - ioa ci:, i,.; wh-r',

thc fOrct-~ that tl .irvfer frer\ yn, (elejton r') t ionsi k~w:]

6~u~v 1i cor th )i tc co!.dtuet i':i tv jire 1ofli,imm ra
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To find general expressions for Veff, and thus c and o in weak and strong

fields, the Boltzmann equation must be invoked (e.g., Refs. 14-8 - 10 and

Chapter 12). The state of the gas is defined by the distribution function

f(x, v, t), whereby the mean number of particles dN in the volume element

dx and velocity interval dv is dN fdxdv. The Boltzmann equation from

which f is to be found is

f v -f E ( + x * f s (l2-s5)
Ot c V

where 7f is thc usual vector gradient and

?r ̂ f ^  f ^

x y

S, the collision integral, represents the change in f due to particle

collisions at a fixcd point in spac and time, and may al:-o include

terms due to ionization, inelastic scattering, etc. In equilibrium and

without external fields E and 1, the distribution function f is Maxellian.

• 3/2 _m a2 T

f = f (v) = N (M ) e- /2kT (14-59)

If 'we write the distribution function f, for an isotropic plasma, as

V

f =f - . (1- -60)

where the non-symmetrical part f is regarded as a small perturbation,
then Eq. 14 -57 becomes Re.;. , ef. 1,4-11)

+~ -j('- - \(v)f 0 (14l-6l))t m _IV

the List torm being an approximate linearized version of the collision

term S. In arriving at this expres:.ion we have assumed that v, ., II
and f are all small, and have retained only the lowest order terms in

-.. 1 -* -id

the small quantities. With 0 : U e we seek a solution in the form

- J e f This gives immediatelI
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f / (1,-62)
m[ (v)- i-W]

The totai current density )' due to the induced charge motion is

00

c, 3-c - 0

4 2 4 U2
8c NE '(u)u ie du u U C du
3V7rnmc U)2 + v 2 (u) f o2  v2(u) (1-63)

where we have used Eqs. 14-59, 1,1-62, introduced the dummy variable

u = v Vm/2kF and integrated in spherical polar coordinates with the polar
-4 

i

axis along f Since
1

( E- c,..l.
.- = iw - (14-64)

we may equate 14-63 and 14-64 to find a and c, expressed now in terms

of integrals over the velocity dependent collision frequency.

It is possible to define an effective collision frequency v e.f, as

in 1.1-Sb, but unless v(v) is independent of thQ velocity, Vff as

defined in 1.1-56 must be regarded as a function of the frequency W,

and is different in the expressions for c and .7, In the limiting case

of high frequencies, where ,; >> vof f, Eqs. 14-63 and 11-64 give

f~ ' ,( - 2u) 5/2j -mv?/2kldv"e f ' " ".(u1)t1e0 u =: dN.-- . ~ vl~

f f

The velocity-dependent collision frequency, with Cither neut' l ,it)]t Iu les

(subscript in) or ions Isubscript i) P, given in terr:; ,f thIL traij.port

cruss scctions q * for lcaItic colli i,.nS of electrons ,ith i' ,-ecile.

and ions throuzh the u!'tuld relations

,horc are respo.ctivclv thL nunber dcnsitcS Of u no1-c ill,_.; ;id i ull
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Using the measured linear energy dependence (Ref. 14-11) of the electron

scattering cross section from air molecules we are led to the following

expression for the effectivc electron-neutral collision frequency'

N1.7 x 10" m (14-6-Veff, m 1 ' 2.7 x 1019 " 300 (14-67)

so that at atmospheric pressure % = 1.7 x101 scc.eff

For electron-ion collisions the Rutherford scattering cross section

qi(v) = 2(, Ln(1 + p 2 m2v4/e4) (1.-68)

is used in Iq. 14-00 to compute v.(v). In this case 1 is the maximum
I m

impact parameter (correspond ing to th-, mi nimium angle of Jeflection) and

is determined by the screening of the Coulomb field of a given ion by the

fiel of other electrons :mnd ion: ;urrmndin;, that ion. which :;crcening

prevents the logarithvmic term in 14-68 from diverging. The l)ebyc length

1), a characteristic distance within which the charges in a plasma collect

around a given charge and screen its field, is given by ( .. , Ref. 1.1-8),

U2- 6.9 (cm) 1 P-69)

where T is expressed in degrees L and N in cm- 3 . Using th is valle of

Sfor "Prm in 1-1-€ 6 and iutcg rating Eq. 1 1-(, ? ,ver ;i Miu. v r I i ll strib ltion

1leads to the following value for v, i

v ffi 4 -7 e /2 80

14.3.3 VALIDITY CRITERIA

At thij; point %' hive derived those properties of Pjlrtially on izcd

th,_rcin. We have made, explicitly or implicitly, howev'er, t nunhber Of
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simplifying approximations and assumptions which it is well to point

out. A\ fuller discussion of these points is given in Refs. 1.1-10 and

First, we note that spatial dispersion arises from the fact that the

displacement at a point is determined not only by the electric field

at that point, but also at neighboring points within the Debye length.

The criterion for neglect of spatial dispersion (the cold plasma limit)

is thus kD << 1, k being the wave number. For frequencies of insual interest,

>> 3 cm and with plasma temperatures and densities Of normal interest

this condition is well satisfied.

Secon1d, the etffective field in the plasma has been taken as the mean

macroscopic field. TIhe proof of this contention, IISuall'. ISSUMedI With-

out proof aIs Ohv i otIS, i s quite complicated andj Lircalu ted Sejc t".

inl Ref. 11-10.

Third, we have applied classic.al theory to the interaction of electrons

and ions with the radiation field. 11ci tier (Ref. 141)has shown that

inl the sca ttering of clectromiagnetic radiation by, fric-celect roa-s, kquanturn

c:orrect ijns arc of the order of 4 ve/icct ire ly neg, i 'J)IC even for

.opt ic:a freqIiienc ics. Since the refractive index i-; cnt irelyv determrinled

by 1 i-ht scattering, and is equal to V- in the aibsenkc of Col 1 :'iu11,

I~q . 14- So i s exact and the same as that obt a ined tizef. 14- t!-

(11u1ntlitm theory of ditspersion.

Siilarly in treat ing absorpt ion resuilting rmcliinsi nicev

Jproccss; , v lectrori breinsstrahlung , the prolbali I it ics of the- d I rcc:t ri'

ii;~reprocesses be ing connec tud be 1. i nste in ' s f amou-, re 1 at ion .

e. I - 1h Cla 'S i calI theor-Y is appl Icable here i f thei rad i I tin kiuantuIm

cii,2r,, yI,; much les s than the ce c t rn ki net ic energy, ,hich agJi in i s

.i Iways the easeV for the p1 asmnas and frequenci .,s of interest.

733



One further assumption regarding our classical treatment of the plasma

gas has been that the plasma is non-degenerate. The condition for this

to obtain is that the energy kT should be greater than the temperature

Td of degeneracy, given by

kTd n h2N2/3/m (1-71)

The physical significance of Td is that at this temperature the energy

kTd is equal to the zero-point energy fi,/mr 2 = 2N2/ 3/M which pertains

to the localization of electrons in a volume r3 %, 1/N. -ven for

N % 1015cm "3, Td '1 10
-1 K, so that classical statistics are always valid.

Fourth, the assumption that the plasma permeability i is equal to unity

is clearly applicable only to plasmas in thermodynamic equilibrium, N

since non-equilibrium states may possess diamagnetic susceptibilities

that are quite appreciable. For an equilibrium non-degenerate electron

gas the susceptibility X is (c.i., Ref. l4-15, p. 456)

x =  -- t2mc] )

4-~ (14 -p2)
and even for N 101 cm and TI-300 oK, -A' 10 so that 4 is essentially

unity.

Fifth, we have already mentioned, in our discussion of the Boltzmann

euation, that the electric field must be small enough that the equili-

brium distribution function f is not. thereby affected. It is easy to

solve for the average energy gained by an electron (over the 'Maxwellian

3/2 ki') by equating the energy gained by the electrons from the electric

field to the energy lost by electrons to he\vy particles by collisionls.

The former energy is from |5q. 1.1-33

72,---- =1 --- l = 73

l (Veff - L)

with a tune average of

-.



=e2E 2 V 2 Veff /2m Vef) (14-74)

The energy u , transmitted per unit time by the electrons to heavy

particles is

u1 = ( mv2 - 3- kT) eff (14-75)

where 5 is the fractional energy lost by the electron per collision

2 m/M.

The criterion that the field be weak is clearly that the mean additional

kinetic energy per electron be small relative to the thermal energy, or

- - kT < -kT (14-6)

Using Eqs. 14-74 and 1.1-75, wc find

3(mkT)6(L2 + \) 1/2(14-77)
F. << -p o f(--7

where E is the so-called plasma field. The magnitude cf the plasma

field is

12 + ,1 (2 4 2 \1/2
P- .. + *sT Vef volts

f meter

(14 -78)

With t')ical ionospheric temperatures ' 103 °K and I (1-10) × 10-4

for collisions with both molecules and ions (Ref. 14-10) one sees that

non-linearity can occur in fields that are comparable to those from

powerful radio transmitters. A discussion of experiments to investigate

ionospheric heating by absorption of radio-frequency waves is given in

Ref. 14-16. For microwave frequencies the plasma field, being proportional

to the radar frequency, is much higher and our weak-field approximation
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The sixth approximation lies in possible quantum mechanical corrections

te Rutherford's scattering law, Eq. 14-68. The validity of classical

mechanics for an electron moving in a Coulomb field depends on the

wavelength of the electron, h/mv, being small compared to the distance

of closest approach 2ze 2/mv2 of the electron to the nucleus of charge ze.

This gives the following condition for the electron velocity and corres-

ponding plasma temperature, in order that classical theory be valid

(we assume z = 1)

2

V << 3 x 108 cm/sec T r, mv_ << 3 x 10' OK (14-79)
3k

which is seen to be everywhere valid.

The seventh restriction relates to the assumption, implicit in the

derivation of the Boltzmann equation, that the collision time is short.

compared to the radar wave period, so that the field is constant during

the collision. For collisions with neutral particles, this is always

satisfied since the collision time is about equal to the molecular radius

V 10-8 cm divided by the thermal velocity 'V 107 cm/sec, or 10- 15sec.

For Coulomb collisions, on the other hand, the appropriate distance is

the Debye length. In this case the condition for validity is that

w/27r<<v/D, or from Eqs. 14-12 and 14-69

47TNe 2  W 2 >(14-80)
mW2  - Wo2

where wo is the "plasma frequency" for which the permittivity c vanishes,P
from 1-56 in the limit that w >> veff' Thus for purely ionic collisions,

the condition (4-80.)holds only for frequencies for which C < 0, and for

those more interesting cases when c 0, the theory breaks down. This

is only. the case, of course, when ion collisions play the dominant part

(as compared to collisions with neutrals), and even in tils case the

restriction implied by Eq. 14-80 is mostly academic. The reason is that

the maximtm impact parameter pm (set equal to the Debyc length D) enters

only iri j logarithmic term in Fq. 1-1-68, and the exact value used for
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)m 1is relatively unimportant. (The error resulting from equating 1m

and D may he very important in very rarefied media such as interstellar

plasmas--in this case p, must be set equal to the distance traveled by

an electron in one period of the radar wave; a fuller discussion of this

point :is found in Ref. 14-10.)

'Ihe eighth approximation is the neglect of all microprocesses except

elastic scattering in the Boltzmann equation, whereas in fact such pro-

cesses as inelastic collisions, excitation, ionization, attachment and

detachment, recombination, dissociation, etc., might be expected to have

an effect on the electron distribution function f. The inclusion of

such effects is straightforward but lengthy (e.g., Refs. 14-8, 14-10,

1.1-12). Suffice it to say that our assumption of a Maxwellian electron

distribution function in the ionosphere, and even in the solar corona,

is a good approximation to reality. The phenomenon of "runaway" electrons

is not relevant to ionospheric plasmas, in the absence of external fields.

The ninth approximation was made in Eq. 14-54 when we neglected the

effects of the heavy ions on the polarizability, and hence on c. Because

of the inverse mass dependence in Eq. 14-54, it is clear that unless the

ion number density exceeds that of the electrons by a factor of the ionic

n nss relative to the electron mass (, lO), the ion contribution to the

polarizability is negligible. This can occur only at very low altitudes,
because of' the rapid decrease in electron attachment with increasing

.;titude. For microwave radars operating under normal tropospheric and

ionospheric electron densities, ions may be safely neglected. They may,

however, have important effects on VLF propagation.

1i1u tel'nth approximation lies in the neglect of electron-electron collisions

ill the I olt::rnn equation, although the collision cross section of

Swith electrons is of the same order as for singly chorged ions.

l u ;,, . :;hown (,:. ., Ref. 1.1-8) to introducc no substaitive error,

,i,,,' )e bC::tlS( tsfom conselrvation oF ll O:lcltu ,ll clectron -electron

737



collisions canniot ini themnselve~s cligQ the mean clec.tron current.

Electron-electron collisions arc important, however, in. !k' o~posite

limni t of lot, ireqrhcnc ies, when w<v .and it :ay '1,- sli-tii r>ef . I *

171 that tic coniducti~vi ty W reducedc by a Octor 1.73 f-,7 equal eto

and ion densities whien collisions between elv%,trons ire taker' intc a~count.

Thc last assumnpt ion we s;hall touceh on is the pur 4 ic-nr~icai one of

a ssuming the radar fruquency l arge comrpartj to thre MIi si on frequency

in 1.q. 14-605. This is almost alway's the case inl p1 act ice at the fre-

queonce and atmnospheric denii es af Wr. rest . R ill, !or EMW :V~tLW:ic

Sloi sec- low altitudes, Or high '.IOLctro i i ]Cs, thV 0oppuSite

situation wayi obtakin, and i a thi-; case 6o may to-A. Nr Myi

Me 2

whercef 1 , t he WOf N ft cCOJ I Ii J ; frnecncy of I I _,0T vi id for h!r

frequcncli c, ind K,1 K are fuctionN or' W!' By definrit ion K
off L

and K as .o ni Or into cmei~dato va lis oto\q theme

factois ,.~ivv thin dut i at .on of i- and o fr; Ihe f. i-iiulaV Obti~~i ;ed f1ro11

the clernctary t Wory'. These fastors, for collisionis of -Ictr. -] wth

both nutralt ; nd t'i car y hy no, more than a flct 0Yi Of th'( I U all1

Vajc Of UC rW, V ff* anid we shll1 hence orth use the apnrox imat ions in

1r~ li-67 arid Il-71 for all valu~e- . wand -,cf'

1 PROPAGATION OF ELECTROMAGN[TIC W.-VES IN PLASMAS

1441 ISOTROPIC HOMOGENEOUS PLASMA

Vwo I real fi nt the ni]ez Atol tranr~v-ve'; p~lank. elect roj;1;1u".re i

wLcin anr is-otropic lronogcr Cos plarsmra. charac(ter iCd b h ai

,eon st;1rit e1 IeLt _ col ci iso I 1111reqencV, so t hat I(45 ".-:u , Ii -b , ami



14-70 obtain. In exact analogue with the previous derivation of Eq.

14-21, one obtains from the first two Eqs. 14I-16 the following equation

for vie co!?PponnTts of F, for a time var.>iato e

WE U - l-"'W)E (14-82)

For tra:isverse waves, where div E 0, we may write

n E (14-83)
U

and we obtain the d-..spersiv'r rielation

For homogencous plartc wa-es, for which the planes of equal phIase and

amplitude coincide, tho vector kmay be written in the form

k =()(n+ ij <) (14-S5)

and if the z--direction be chosen as the direction of propation, we may

wr.;te the fleld (l~4 ~ the form

j E C t (14-S b)
0

whcere hr 14-A'1, 14,4 an .l.LI4-85

~~+ 7~ ="- C1-7

The uap.per and towei !ls in the exponr-ntials of Eq. 14-86 correspond

to propvi it ion il the pos it ive and -,:.ti e-d irectiors;, r-

spec IQ t e1V . ' 0, (qLUat it ics n and K are the i nd lccb. of i-c t1'ct io;,

ni:Ohsorp, i uni. Thc .-lve c cth X~ inl the m-il. ssc- rl"!.I

0)
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where X 0 2Ttc/w is the wavelength iV acuo. The phase velocity v pin

the medium is

p= c/n(18)

The absorption index K has the following significance: over a distance

A 0 /27rK the wave amplitude changes by a factor e. According to Eq. 14-87

E =112  K 2 and 2nK= + .Pco (49)1

from Which

n2 r1 + 2 + 27.0C

K 2 
=-~/ * +~ $(14-91)

n and k being posit ive by definiJt ion, so thait the j~ i t ivc si gn mulst

l)C tiIXT1 for the sqiiare root.

When j 0, there is no absorption of energy from thle wave, s ine 01.1

is the JLIu1 C heating. There still may 11-c daing hiowever, even with

c, = 0. Iltus 1:q. 14-86 has the form of pure travel mx', waves when I. > o,

and n =V7 ,I 0, SO that no0 daing cxl1 Ci st. K11(11 C < (J, however , n1 0,

VC 7- and the solut ion t1q . 11 -86) is daiiiedc. Ilh i damping means

that travel ing waves cannot propagate in the icd imil, .a wave 9

incident on a medium with < K ( is cotnpl-ev reflected.

For finite conductivity, 'i~4,and 1.I 12-91 :ppl ies . For the ul1

casc aipplicazble to e:le:t ron dens it les and f'reqtiinciL esOf interest, the0

imaig nri-y part of t lie Ipeuiuitt iv ity is S mall Icomp.a red to t lie rca 1 par't

so that
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and when e > 0, Eq. 14-91 becomes

1)2

11/-"

nl (W- 2. + ) I
Fl effJ

Wv 2 -'(14.93)

2/r 1/2

K t -p eff

- w 2 w 1 ( ,2 + 2 f fi;:+ 1

These, together with Eq. 14-67 (or 1.1-70) for the collision frequency

v eff , completely define the ahsorptoni and refractive index n 0f
an isotropic plasma.

14.4.2 HOMOGENEOUS MAGNETOACTIVE PLASMAS

A plasma in a magnetic field Bo is anisotropic and its electromagnetic

propertics may be described by a frequency-dependent complex permitt ivity

tensor

- .+ , I). ( 1-94)

wlhere the usual summation rule applies to repeated subscripts. The

magnetic field effects would be expected to relate to the relative

magni tudes 0f the gyro-frequency "'. the collision frequency v f f , lid

Liht.: i<,dar frequiency , where I(,B
= :(1.1-95)

is I few megiahCrtZ in the arth's field of 0.2 - 0.5 iaUSS. .. s in Eq.

- we wirite the equation of motion of an electron as

t. . it erI i- .11.1-96)

lhe steady' st at'e slution of this apparently simple equation is stvaight-

forward but fraught with al.gehraic complexity. If the direction of the
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magnetic field is chosen for simplicity as the z-axis, the components

of the pormittivity tensor c],, may be shown to be (Ref. 1 1-18)

CXX = ,y 2 p -w oB ) + iNeff" W(W+c ) + iWVeff

W2
xy = yx BCo(+o + iveff B + iv eff)

14-97)

zz (Wo2 + iWV eff)

E, I = ' = E' 0

xz zx yz zy

Comparison with Eq. 14-55 establishes the significance of the magnetic

field. Its effect is the replacement of w2 by w(w ± w B) in the denom-
;4.

inator of the first two Eqs. 14-97. In a magnetoactive medium D and E
-.

are in general not parallel: along B , D = E E , but D ± iD =

(C xx i )xy (E ± iE y). Since from Eq. 14-97 (when veff = 0)

W2

xx xy x(o± WyB

which is real, it follows that in the x-y plane the vector D is propor-

tional to E for a field E of constant magnitude rotating clockwise or

anti-clockwise. Thus, for longitudinal propagation of a wave along the

field-direction there are two normal waves, corresponding to opposite

circular polarizations, each of which has its own characteristic phase

velocity.

The general cas? of arbitrary angle betwveen the magnetic field and the

direct ion of propagation becomes quite complicated, and is treated in

great detail in Ref. 14-[8. Forltunately, at most frequencies of intcrest,

the frcquIncy w Wis so much greater than the gyroWequcncy that maiicto-

active effcacts may he n1igected. ind 1;q . 11-93 wL li. be taken as :i suitable

apprloxim;lt iol,
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14.4.3 INHOMOGENEOUS PLASMAS

v.e now discuss the more realistic case corresponding to propagation

under actual conditions when the plasma is inhomogeneous, as in th6

natural ionosphere and in the atmosphere disturbed by ionizing radiation.-

We obtain fundamentally different limits when the 3cale distance over

which appreciable changes in p~lasma propertics OCCLI is large or small

compared to the wavelength.

We consider for simplicity normial incidence of trans\ 'ives into a

mnedium in which all variation of plasma properties i.s the :-direction,

and the boundary is located at z.In this case Dl'-8 becomes
0

2

'A1i'4_ 1. StalndAS IJi Cithcr 0 or U rh oioet i ae to be

zcro. This equation is immediately recognized as thle wave equation and

many results from acou~stics and quantum m~echanics are of direct relevance.

In particular, if the plasma properties change slow]% the approxi-

mationIs of geometrical optics, whose analogue in quantum mechanics :s

thle WK13 method (Re'f. 1- 1),may be used. Th is met hod consists in SUCk-

ing it solution to FEq. 1I!-99 in the form V)

1:Ic're E (z) and q-(-) arc slowly varying functions of zto 1)e determined.

Substituting Eq. 1.1-100 into 1.1-99 and equating to :zero the terms of each

order in .,)/c leads to at general solution of the form (.*.,Ref. I1i-19.

C z
L(J=-----CXI) f I 7

0+

C

I7 
4 C)



where C, and z± are constants. The conditions for validity of this
0

solution are (with % =n + iK)

1o n ' 2 + '2 A o n" 2 + K" 2
0<< iand 0Vn27K <<i

2Tr(n 2 + K2 ) « -a
27rVnrTT n,2 + K,2

(14-102)

where n' = dn/dz, n" = d2n/dz 2, etc. When absorption is absent, this

becomes

A N nd[ <I
Xo Jdn/dz < X o Id2n/dz 2I << . (14-102a)
271 n2  2 dn

dz

where the first condition states that the fractional variation in medium

properties in one wavelength is small. It is violated in two cases: if

the gradient of n is steep enough, or if the refractive index n is

sufficiently small.

The Eq. 14-101 consists of two completely independent solutions in the

geometrical optics approximation, as in a homogeneous medium, so that

reflection of waves can occur only in regions where geometrical optics

is not valid, i.e., when dn/dz is large, or n is small. We have already

noted that waves do not propagate when the refractive index is negative--

in the absence of absorption waves are completely reflected from a region

where n = 0, provided the electron density continues to increase (n be-

coming more negative) over a distance large compared to X /2;T beyondo

the point where 6 = n2 = 0. This total reflection is analogous to total

internal reflection in optics, and explains the complete ionospheric

reflection of radio waves even at vertical incidence. For a wave incident

from medium I (free space) onto a bo, ndary with medium 2, Snell's law

gives total internal reflection for angles of incidence e sin- (n /n )
1 2 1

if n > n . For normal incidence (0 0) total internal reflection can
1 2 1

occur only when n = 0, which is possible in a plasma (the absence of a
shrp boundary is not important in this case).
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When absorption is present, reflection is never total, except for the

pathological case of an infinitely sharp gradient between free space

and an infinite electron density. Reference 14-18 gives solutions for the

reflection from various electron density contours between two regions,

such as linear, parabolic, exponential, etc. For an exponential gradient

where d is the e-folding distance of the electron density, the power

reflection coefficient R is given by

R = exp [ -4wc tan- 1 (  f  1-103)

if the collision frequency v eff is independent of electron density as at

low altitudes (Eq. 14-67). Ref. 14-20 extends this calculation to the

case where the collision frequency is proportional to the electron density,

which is the case at high altitudes (Eq. 14-70), when the electron-neutral

collision frequency (Eq. 1,1-67) is small compared to the electron-ion

values (Eq. 1.1-70).

For values of electron density and density gradients in the normal iono-

sphere, and even in most situations following nuclear detonations, the

geometrical (or ray) optics approximation is valid and we may confidently

trace propagation paths using successive applications of Snell's law

for contiguous differential path elements. The relevant vector differ-

ential equation is (Ref. 14-4)

d( =n (1-104)
ds ds

r bcing the position vector of a point on the ray path (from ai.y arbitrary

ori. in) and s the length of the ray measured Crom a fixed point on it.

N,,t only is ray optics valid foc the geometrical progression of any

ladiidunil ray, hut the intensity of a ray bundle may aiso lie found hv

vi. ray- optic to all the rziys it the buindle ind followitig the

•holt '.4 In cro-'s-sectionfi| area, as long as coltld tit)n.s (1o s 1.- 12) are

I I 'II,,I. %1t hoilqh this pr.oc ss -uil" ; implo In thvorv, it can I'vkcomv,
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quite complox mathematically, and various simplifications h-ave evolved

for treating propagation of elmctromagn-ctic wa)ves undui t'i.fferenit iono- .
sphecic- conditions corresponding to L1h0 v- 'idity of 13q. 1-Oi

We derived Uq. 1.1-102 onl the basis of a one-6imeflsioial variation of

material propertivs, and henc of the field, ibis is almost always a

good aflproximatiofl in the normal ;onosphcre, since the variation of
electron density with altitude usually outweighs any horizontal gradicnts.

Ilowcvecr, thcre- are' cases, dit~ciisseJ below in conitect3on with prolagatiun

throuigh cyl indrical ly sy-mmetric regions of joi~~ aweeteWaVe-

front bcc omcs rippled, anid at s;ome point cros-sing of two ncighioring

rays can occur. At such foci, geometric-optic approximations for intensity

break do'.wnj, lind 6 uniilarl1> onl causti-c surfa.cs (uuLall I1'evlesOf
trjcories of neighboring rays), the wa.-character of thc, rpgto

Most prcviou's %. -rkors an~al>'zed p~ropa'gation throu~gh high-altitudke ioiza-

tion in tcrins of a statistizal er'scnqblc of scatterers, usually aligned

preferentially along the Earth's magnlletic field, in ternis of the "thin

phase screen" approximation (egRefs. 11-21 to Th23 .Iis approxi -

mation is a linearized vcr--ioni of ray Opt ic.s inl which it is, as-umied that

rcfractive effczts are so weak, that the rnys are essentially straight

lines, being hent slipht 1 y at the scttli'Ii ing region. Subscque:nt rag-

t ion of the iavce, after passing throup"!I theC pha1GSe SCreen0, ti(; hen poceedIs

according to standard Kirchhoff diffraction theme-. 'Ihcse iii~cr were

p~rimnari ly concerned with the propagation of radio waves, of much lower

JreqJuncT1.y than microwave radars. Ncvcrt he less there are cases when the

in' thc!;iat i crl tvcliniqzus 11- are qite y I eIVinlt to ralar io1ia in1sw L

FThus, i t has buen observed that Ii gh-ait it 'ide bariumT relea;S tendL to

foi-m ionL-cd .t-iti tIons aion LO'.I ..t , fi el , and si0.ui ;ir

:;tructtore'I has Cl bee 10t iced in ih- Ittb'ni~lear dctonat ions (Ref. 1 ;-2-1)

Re e rnc 11 - ; ;1 (SsUinina rv and ComIpoIr ison of three priici pll

tee i.nqe, of treat i ni, prop'giat ion throus-h .;ucl str alell oe i a, thec Ikorn
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approxi:,,ation, thc eikonal or gcometr.L'cal optics approximnationl, and the

thin-scr-ac;, ipproximtn~ion. The range of validity of the Born approximation

is shiown to be exceeded for all interesting p~lalsmal densities, and the

thin-screen approximation is shown to be, in almost all cases, a suf-

ficivntly good approximation to the eikonal approximation. We restrict

our remainino co.)ments tro the thin-screen method, the mathematical

techniques of whi--h have been worked oiut in great detail in Refs. 14-2,

As an exampi - of 01c thin-screen approximation we prescnt an hcuristic

derivation of its predliction; for the case of a radar observing a target

at range R through a reoi.on of depth L (along the radar hcr)filled

-with clump-, of -ionizatlion of characteristic sizo a and separated by 1

mean distance b (R >> L >> b a >> W~ e may consider these radially

symnmetrical ionized clumps to be extended along the field lines, like

nurorcal Str_;iaITIoS 01' streamers, and consider only effects i.11 a p)lane

normal to the field lie.Almost independcnt of the exact form of the

radial distribution of certron densi1ty n witi eac ioLaincu

or striation, calculation,; for specific cases have led to the conclusion

that the rms angolar doflection 0 1of a ray 'passing throughl- the striation

is

wherc; a is that value of electron density for which the plasma frc-

quecTIy . (cfr . Lq. 14-8,O) is equal to %-he radar angul- r frequency wl E 27f,

a =.2,1 x I0% zi mw/Te !'14-106)
',A.

Tn this approxiw~ttion, the ray proceedCS throug0h C thn cc 1),,

r'androm walk process, bei.nrg as !Iikciv 71t each enicounter with a str,

to bc ;c,.ttcred either rigot or* left. licncc if N :i.s the mean au~:cvof

;t riations encountered by a rny In travcer sitrio a length 1'. g ivel by

N 2L_-/'T~h 2 
,the rris ovcru) s;)rl 1ad i (I of the bc')m o n irer ecs-

.147



n n_
ne(21a) 11 (14-107)rms n S

.tir S r

(The average value, T is of course zero.) The total phase shift, 4, on

the average, is

- ka N (l4-108)
ncr s

and the rms value is

n
= ka -(1--09)

rms 11crcr N

This means that the initially plane wavefront (we assume the radar

effectively at infinity) is now wrinkled upon emergence from the thin-

screen region. The correlation length of the phase fluctuations perpen-

dicular to the beam is of the order of a, for b - a, indcpcndcIt of ;ow

many striations there may be. A plot of the local wave normal direction

(taken as zero for the intial direction) against distance nor: a to thc

direction of propagation will show a series of wiggles, of mean sl;a :ing

a between successive zero- crossings, and of mean mplitude ":
rms

The suh:,equent development of this wrinkled wavefront proceeds according

to standard Kirchhoff-lguyghens diffraction th,ory and, if thc target is

at a sufficient distance, leads to the possibility of multiple Ina tes,

which are seen to be the "glint points," along the wavefront, for a

series of straight lines drawn from the target. The number N. of these1

images is easily seen to be about

R
rmsN. = I + (11-i10)

) 1 a

where R is the distance from the striated region to the target and unly

$ that fraction of these images within the linear field-of-view of the

icam will ordinarily be visible. The intens it y of the various images
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is in general reduced inversely as N. , and in addition there -lre large

fluctuations about this average value (..Ref. 1.1-25).

At this point we have derived all the formulae necessary to account for

absorption and refraction of monochromatic radar waves in plasimias,

homogeneous and otherwise, when the variation in plasma properties is

small in a wavelength. In addition, for the case of a one-dimensional

v'ariation of plasma properties we have discussed the question of energy

reflection from gra,'4ents sharp compared to a wavelength. The last re-

maining issue is that of reflection, or scattering, from turbulent

irregularities of scale size less than or comparable to a radai wave.-

length.

Radar backscatter, or clutter, from such media is discussed ill Refs. 1:1 -

27 and ii -2S RciaiiL euxamic-sie for N%!; radars are backscatter from

turbulent reentry wnkes, from possible turbulent irregularities in and

around fireballs at low 'ad intermediate altitude-;, and fromi F- and F-

region structured ioniz-ation such as field aliLened, striations in which

Spatial structure of the order of a radar wa-.elength exists. We shall

he-re :iicrel - sketch thle derivation of the rel evant equations, referring

to Refs. I1I1-2- and 1-1-28 for details. The starting point is Eq. 11-82

bihtooether with v * I:nF 0 rnzv be written as

1. + X 11 E + 2'(IE ?log n) = 01111

.\ssulfinno:a1 local fluctuations 6ri(r) in the refractive index n, we

iwr itec n =n + 6n , jbrei is the mean va ltic, which for underdense

plasmas we may set euuai to un ity. 1L-.pancdin- the electric field 1. inl

a simnilar way. we write [L = 1: + EI , where F is Of order Th, compared

10o 1. -Tli leads to two eqUat ions, one to] 1. , whic.h .,e may taike as
0 0

*the i v. 'ilit p1 lle wave, '.nd thL other for 1. ,wh ich i6 s seen to he thle

* anw 71. di' thle electric vctor of the scattered wave. [e Lte

+ k27 -20~61F 0 2. (1: 'n) Il- 12j
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which is of the form (14-26). The solution of this equation, after

some algebra, may be shown to be

E k2eikr . i( - kin) -r,
E (r) 2r E fn(r')e dr'

V

where m is a unit vector from the origin (chosen within the scattering

volume V) to the observation point. With a similar expression fur chc

scattered magnetic field component B , the Poynting vector for scattered1
energy may be computed and averaged over the volume, and one finally

obtains for the radar cross-section per unit volume of the medium, at a

radar frequency w = ck,

q(k) = k4 ( E) 2 fdrp(r) exp (2i. T) (14-114)

where p(r) is the normalized autocorrelation function describing the

rate of variation of the dielectric constant fluctuations. The value

of p(0) is unity, and p falls off with increasing r in some manner de-

pending on the shape and scale size of the fluctuations. The integral

i.s called the spectral density function of the fluctuations, D(2k).

Neglecting absorption, so that 6E is real, we may use Eq. 1,1-56 to

evaluate SE, and we find that

/4' _._2 62ne2 (2k)(1 -i 5

where 6ne is that fluctuation in electron density that produces a Fluc-

tuation ' " (or 6n) at the ridar Frequency. Note that the frequency

depcndcuce of the b; c.kscit tr cro: :.uct1ons per unit vol,me thus depends

onily on; the spectrnun of the fItct'utti ;tI' thro,! (2k). From the

definit ion of ' f2k ) the radar s i.gji, .utom;itj call), search out the spat ii!

r:c1Ttpouu/ia. f klCttronl d ;k.cnl. ° t .[U luctuntJ on!; which C'qoia) half thL r:I r

wave (n:Iti, Ior the case of I.SOO back;c.tt - that we are con.sidering.
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;.c., the radar measures those fluctuations which satisfy the Bragg

interl'erence conditions.

For a discussion of the solution for various forms of the autocorrelation

function p(r), isotropic (exponential, Gaussian, etc.) and anisotropic,

as in field-aligned ionization, which is generally taken as elongated

along the field-lines compared to the transverse dimensions, Refs. 14-

27 and 14-28 should be consulted.

14.5 SUMMARY

Wc list below a summary of the relevant equations and spatial regions of

importance. The plasma properties necessary to describe the propaga-

tion of monochromatic radar beams are the indices of refraction n and

absorption K, given by Eq. 14-93. These latter are expressed in terms

of the plasmra frequency w , where w 2 = 4'rNe 2/m.

Energy Absorption

To a very good approximation, Eq. 14-Si may be expressed as

4.6 x 10 Nvff

Absorption (db/km) = (14-116)
2 +

off

The effective collision frequency %ff is the sum of that due to neutrals

(11. 1,1-()7) and ions (Eq. 14-70), where below the D-region usually only

the electron-neutral value is important, and ionic collisions dominate

in the ionosphere.

Refraction

Tropopheric refraction can occur at extremely low look angl.:s (cf. Ch.

I ) but refraction is otherwise a purely ionosphcric phenomenon. Subject

to lqs. 14~-102 demanding small fractional changes in electron density

over a wae lengt h, ray optics (Eq. 1,1-104) may be used to trace the
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propagation path. The index of refraction n in the ionosphere (Eq. 14-

93) may be written in terms of the critical electron density n corres-• Cr

ponding to the radar frequency (Eq. 14-106), provided veff << W

ne n'

ncr cr

Multipath and Scattering

These effects have been discussed in terms of wave-front crinkling in

passing through a high-altitude ensemble of electron inhomogeneities,

and the subsequent convergence of several parts of this crinkled wave-

front onto a target, by Huygen's principle. For a particular geometrical

arrangement of these ionization regions (mean density n, size a, mean

spacing b, and extent L along the radar beam) a beam divergcnce 6v"ms
due to multiple refraction of rays occurs, where

n C 2La.1/2
r "(14 -107)
rms 11c Tb 2 )cr

This beam divergence in itself produces an effective energy attenuation

at the target, and in addition there will be N. multiple images, N being

given by Eq. 14-110.

Nuclear multipath is also possible at low altitudes, but in order to

bend a ray significantly without prohibitive attenuation the electron

gradients must be very large indeed. (Compare Eq. 1.1-103 on the re-

flectivity at normal incidence of an exponential electron density gradient.)

Rackscatter (Clutter)

Padar reM1ecti.ons can occur from e cctron density gradients sharp com-

Iared to a wavelength. !:(. 1,1-103 ,gives the reflectivity from a one-

dimensionoi e xpon ntial gradient (d being the c-folding distance).

This eqctmition may be written, at low altitude; where wef < as
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Reflectivity (db loss) = ofCuzdcm (1iS-1183

where the "reflectivity" is expressed in terms of the two-way db path loss.

Reflection from underdensc turbulent gradients is expresse7d in terms of

the autocorrelation function p(r) describing the rate of variation of

electron density variations, by Eq. 14-115

Dispersion

Real radar waves have a finite bandwidth, and the various frequency com-
ponents have different indices of refraction in a plasma, by Eq. 14-93.

This dispersion leads to several effects, the principal one being pulse

stretching. This latter is easily calculable. In traversing a distance

L of plasma of mean electron density ne, a pulse of center frequency

f experiences a time delay
o

Ln L
AT=C n- )=750 f2  (14-119)

0

where we have assumed n << n (Eq. 14-117). In addition, there will

be a difference 6AT in delay for the upper and lower frequencies in the

bandwidth BW(s- ), given by

6 I = AT • 2BW (14-120)
f
0

This pulse stretching may be accompanied by severe pulse distortion,

particularly as the different frequency components may not even travel

the same path, as we asstuned above. The treatment of a wide band pulse

t r: .v iI nt~ through a strongl1 y dispersive mediuln is current l\" the silhject

ol* ttes ye inovestigation, and has not yet heen solved. Fa'ther di scls-
(,n of these poi nts is found in Refs. 1-3, 14-10, and i-S.
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14.6 ADDENDUM: SATELLITE COMMUNICATIONS

14.6.1 INTRODUCTION

In the five years since the main body of this chapter was written, a rapidly

growing interest in satellite communications has manifested itself (

Refs. 14-29 through 14-32), in contrast to the emphasis on radar propagation

in this chapter. Although most satellite communications links also operate in

the same frequency range used by radars, so that the equations governing

electromagnetic propagation remain unchanged, 'there are enough differences

in some of the system parameters that different propagation effects need

emphasis. We give below a very abridged discussion of some of the major

areas of active research in this area and refer the reader tc the references

for further details.

The previous discussion of propagation through ionospheric striations was

based entirely on Gaussian irregularities and the thin phase screen approxi-

mation. With suitable modifications to take account of the fact that the

striated" region may be of considerable extent along the propagation direction

(i.c.j the use of multiple separated thin phase screens) this technique is

still applicable (Ref. 14-33). Furthermore, nearly all results obtained

by more complex mathematical methods are much more easily visualized on

the basis of the early thin screen analyses (e.g., Refs. 14-21 through

14-23). For this reason we omit all discussion of other approximate solu-

tions such as the Born, kytov or 'Harkov approximations and refer the

rcader to Refs. 14-28 and 14-30 through 14-34 for information on those

methods.

For radars the principal effects of ionospheric striations are angular

scintillation that degrades tracking accuracy, and amplitude scintilla-

tion that degrades the singlc-pulse detection range (Ref. 14-35). Phase

coherence in the signal may be degraded as well, but the effects are

negligibly small over the short duration of most radar pulses. (These
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phase fluctuations do however set a limit to the coherent integration of
many pulses, as discussed in Ref. 14-36, which impacts on the performance

of synthetic-aperture radars such as SEASAR (Ref. 14-37)). However, for
most BDID radars the only effect of the phase fluctuations is through the
amplitude and angle scintillations produced between the thin screen and

the radar.

For most satellite communications links angular errors are of considerably

less importance, since in general tracking is not a problem, due to the
comparatively smaller antennas and consequently larger beams. (The effects
of antenna size on scintillation characteristics are discussed in Ref. 14-38

and more fully in Ref. 14-39. These effects are quite simply explicable in
terms of the thin screen approximation, as discussed below.) For many

communication systems, only amplitude scintillation is important . This

signal fading is caused by the relative motion of the ground-satellite
communication link and the striations which lie across the propagation

path.

The assumption of a Gaussian auto-correlation function for electron-density
fluctuations within the scattering mediun formed the basis for the early
thin-screen analyses, and is equivalent to assuming that the striations
form a random distribution of Gaussian rods aligned along the magnetic

field, with two different characteristic dimensions along and perpendicular
to the magnetic field. This particular function, chosen for ease of
mathematical treatment, was chosen before in-.-itu measurements and simul-
tancous observations at various frequencies were made (c.'., Ref. 14-40).
The I)o'1:ev spectrum of ionospheric electron density fluctuations novw is felt
to bc -.;uch better represented by a power-law spectrum than the previonsly

ass wd (]ah~s ian spectrum.

Ii rect effects of phase scinti I lutions on coherent signal processors

;re tdi sctlssed iln Ref. 1,-4 .
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Nevertheless, the early thin-screen analyses afford a powerful and intuitive

geometrical way of understanding many details of the diffraction process,

and the principal differences in using a power-law spectrum arc reflected

in the frequency-and distance-variations of such parameters as the

scintillation index, cross-correlation of inphase and quadrature components,

anu statistics of Ueep fades. !:e therefore return to the )Trvious thinscreen

analysis based on a collection of single size Gaussian striations, derive t*e

relevant equations for bit-error probability of a communications channel,

and finally turn to the differences produced by a more realistic medium.

14.6.2 THE EFFECT OF GAUSSIAI IRREGULARITIES

It is easy to show that in a medium consisting of a collectien of randomly

located single size Gaussian striations whose radial variation of electron

density n in a plane normal to the magnetic field is

n e= n 0e Al,' (14-l -ij

the auto-correlation function B(X) is given by

2

B(X) = (en'rne" r + )  n a 2 0 -X/2a (14-122
0

Here Z is the areal density of striation axes (e.g., Z 0.1/a 2). B(X)

is the in-cit-u autocorrelation of the electron density fluctuations. The

rms deviation of these fluctuations is given by v (O)° The in-.situ power-

spectrum of these fluctuations is the Fourier transform of the autocorrela-

tion function, which also happens to be Gaussian:

N (q) E 1 f eiIX B(x) dX
27/

756 (123)
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The phase screen powor-spectrum 4(q) causod by those electron density

fuctuations aftor omorgonco of the wnvo from a screen of thickness l,

is related to N(q) by (see Reference 14-41)

S 2 4 N(q) : c- q 4 (14-124)
mc mc

and the auto-correlation of the phase in the direction normal to the propa-

gation direction Z is

Co

Z(X) = f C-iqX ((q)dq

4 2"2
C X n a3EL 2/a 2

7T o e x 2 a (14-125)
,71i 111 2C4

Here we have assumed that the rods were infinitely long in the field direc-

tion y, for geometric simplicity. Note that the shape of the phase auto-

correlation function is independent of the screen thickness L, i.e., no

matter how many Gaussian rods are sprinkled along the propagation direction,

the mean de-correlation distance of the phase fluctuations remains constant

at v2a. (The rms phase deviation, o -- AR(O), of course increases with L.)

Thus the phase front upon emergence from the screen is rippled with a mean

wavelength about the size "a" of the Gaussian striations, and a mean ripple

amplitude * . The intensity fluctuations then build up by standard dif-

fraction theory as the wave proceeds onward, and a very useful geometrical

plot of the scintillation index as a function of the wavelength X, distance

Z Fron the screen, size "a" and o was first given by Singleton (Reference

14-12), reproduced here in Figure 14-2.
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Figure 14.2. Curv s of constant Scintillation Index S4 on a plot of
XZ/al u v n. The broken lines correspond to an exact solu-
tion; the ull lines to an approximation. (Source: Reference
14-42).

The Scintillation Index S4 whose contour lines are shown is defined by

44

E being the magnitude of the (complex) electric field strength.

Vv'c note that for strong scintillation (takon as po L 1 radian) a focusing

effect takes place which produces a peak in S4  near XZ/a2 = 7/V'¢o' at

Which distance S4  can actually exceed unity. Mercier (Ref. 14-22) had

carlier shown that a.s - tho cvcn-ordcr moments of 13 coincidcd with
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those of a Rice-distribution of amplitudes, i.e., the distribution of the

amplitude of a constant signal plus in-phase and quadrature Gaussian noise.

Mercier was able to derive various approximate analytic expressions in the

limit ,and for < 10 rad This focusing phenomena is a

characteristic of the assumption of single-size Gaussian irregularitics.

For a power law spectrum (for which the irregularity size "a" is meaning-

less) scintillations are determined by irregularities with sizes comparable

to the Fresnel dimensions Y77. It can easily be shown (e.g., Ref. 14-23)

that the focusing distance (for Gaussian striations) is equal to the radius

of curvature of the wavefropt at the screen.

A very useful way of visualizing the development of intensity scintillations

as the rippled wavefront progresses beyond the phase screen was given by

Sachs (Ref. 14-43). On the basis of the Kirchhoff diffraction integral he

developed the connection with geometrical optics by interpreting the

intensity at any field point as the sum of all the Huygens wavelets emanat-

ing from the "glint points" of the wavefront, i.e._ those points of local

perpendicularity to a radius vector from the field point. By considering

the intensity of each of these image points in terms of the local radius

of curvature of the wave front, and adding all the image rays with proper

consideration of their phase, he was able to derive the distribution of

intensities P(E,E0 ,4). Here E is the observed amplitude, E is the0
amplitude of the wave upon entering the phase screen and 0o is the rms

phase deviation, which determines the scintillation index S4 as shown in

Figure 14-2. For additional analyses, see Reference 14-46.

The effect of fading on a digital communication system is now easily

written down. A digital information signal is composed of a sequence of

symbols (,4J Ref. 14-31), each symbol being transmitted as a sequence of

elements. The Probability of Element Error P0 , or Bit Error Probability,

is defined as the probability that the receiver assumes any element other
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than the .one transmitted. This may bc shown to be related only to the

signal-to-noise ratio on the link, which is proportional to the square of

the amplitude E. Thus in the presence of fading the probability of

element error is

00

P e(Eo ,0) = dE Pe(E)P(E,Eo,0o) (14-127)

0

For a particular type of modulation and detection, the DPSK (differentially

coherent detection of phase-shift-keying), and for the Rician intensity

statistics appropriate to a Gaussian auto-correlation function, P is

shown as a function of the vacuum signal-to-noise ratio (proportional to Eo)
0

in Figure 14-3 for various values of the parameter S4' which is related

to 0o by (c Reference 14-23).

S4  1- e for large Z > a2 /A . (14-12S)

For most communication systems a value of P e 10 is essential: larger

values produce intolerably high error rates. From Fig. 14-3 it is seen

that in an unstriated medium the "vacuum" signal-to-noise ratio must be
-sat least 10.3 dB in order to insure P 10 . And for values of

e

4o >1 radian (which thus predict S4 values near unity) the signal-to-
noise va lue must be some 48 dB! Thus the impact of the striated medium

is immediately obvious. The situation is much the same for other types

of modulation and detection of the communication channel.

This analysis was based on the assumption of a Gaussian autocorrelation

function, which produces Rician intensity statisti-s, at distances large

enough that the intensity variations have fully developed, w'ich fr11m

Figure 14-2 is secn to be-7 > a'/X. 1:rom Equation 14-125 it is ap-

pa rent that ' o (which equals vWT())0 is proportional to the radar
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Figure 14-3. Probability of element error on one link of a binary DPSK
communication systemi (source: Ref. 14-35).

wavelencigth F roml Fig. 14-2 it is seen that this variation of 0 with

corresponds to straight lines of slope +1. In the far-ficid the varia-

t ion of scintililation index wi'th wavelength is lincar for C, < 1 radialuv
2 ,) 0in the near-fiold (?It/a 1 1) , S 4 Am S~iP mlc ~ore recent ionlosplheri C

L' Xpe rila ii~ts have i ndica ted that aI powCr- lawl is a better Lies ci ptor for

the ~iaIi rrugula rit% lv oWer Sj)CCtlLlm~ thanIl i (;alL1S~ an (Wh i I1 illjic s N

si gle i "a'" of' Gaussoi d irregulaities, as. we have scen) it is niot

Sux-pri si I l:, that thi s s;imple varli at ionl Of the sc i lt i 11 Ia ti oll inldeX wi thi

'I ve l egth ,)aIS not been ye r 1 f i ed.
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14.6.3 THE EFFECT OF MORE REALISTIC IRREGULARITIES

Qualitatively the impact of a spectrum of fluctuation scale sizes can be

seen from the ray-optics analogy discussed by Sachs. He ascribed the field

amplitude at any point X to the sum of the individual intensities from the

"glint points" of the wave front, which on the average were separated by a

distance a for the Gaussian striations. With a spectrum of scale sizes

there may be expected to be substantially more small-scale ripples and thus

glint points contributing to the total amplitude at X, but each contributing

a smaller amplitude. A detailed numerical study of how these secondary

wavelets contribute to the total amplitude at X is given. in Ref. 14-44

where the Fast Fourier Transform is applied to the angular spectrum of

plane waves making up the rippled wavefront. The numerical comparison

of intensity build up with distance from a Gaussian screen and one

characterized by a Kolmogorov power spectrum is given in that paper. No

significant qualitative differences were found in this comparison,

particularly in the distribution of intensities, although some softening

of the transition from near- to far-field was seen for the Kolmogorov

spectrum, reflecting the larger range of "focal lengths" present, and the

spatial scale of the intensity ripples was considerably less for the

Kolmogorov spectrum, as would be expected due to the small ripples.

For the Gaussian phase screen the spatial scale of the intensity fluctu-

ations is merely a/0 at large Z. This may be easily derived by noting0
that two sources separated in angle by 0 give a fringe pattern X/sineX/6.

From Sachs' treatment by glint points, the rms angular bending is

= d A 27T-10
27r dx 2 a ' (14-129)

since the average distance to decorre late the phase by 27, o1, is simply a.
0

1l is gtires the result a/q ° immed i ately.
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We note at this point a tacit assumption relating to the antenna size,

which has resulted in some confusion and improper inference in the past.

It has been fairly widely accepted (e.g., Ref. 14-38) that when the antenna

size becomes larger than the intensity fluctuation scale size a/@° , as

may easily happen for a = 200 meters and @o > > 1, the intensity variations

average out over the antenna and no scintillations will be seen. This is

in general not true, because the scale size of the fringe pattern is

intimately tied to the size of the aperture measuring it. For specificity,

consider that the scintillation is caused by a lateral drift of the stri-

ations across the satellite-ground receiver line-of-sight. If the stri-

ations are considered to be "frozen" in their pattern with respect to each

other, the scintillations in intensity are caused by the drifting in at one

side of the beam and out at the other of image sources which are the glint

points of the wavefront at the receiver position. The instantaneous ampli-

tude measured by the antenna depends on the number of these image sources in

the beam, their individual amplitudes, and their relative phases. It is

true that any two image sources separated by an angle greater than the beam

angle a = X/D, where D is the antenna diameter, cannot both be visible

to the antenna. Replacing 0 in the previous expression X/G for fringe

spacing by this value c. then gives D, the antenna diameter, as the

minimum fringe spacing visible to this antenna. Thus the antenna, acting

as an angular filter to exclude image separations greater than a, may also

be thought of as a spatial filter for fringes smaller than the antenna size.

This is by no means equivalent to saying that there will be no scintilla-
tions visible as tho screen drifts by overhead,

still occur whenever those images currently in the beam happen to interfere

destructively.

In s:mmary, a s LZe .pectru, of clectron density fluctuations changes the

int('usity fluctuation scale size and its variation with distance, but dees

not prna)ucC qu..litative differences in the distribution of intensities and
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hence (from Eq. 14-127) the hit error probability. The chzingQ in scale

size can bc important, bccausc, as the line-of-sight Sweep's throuolh thle

striated medium, the fadinig time will be reduced Over that Of thle Sinlgle

size Gaussiani striations; also, the lateral decorrolation distances on

thle ground between two separated receivers (as in a spatial diversity

scheme) mna be reduced. A discussion of various diversitv and codinfy

allevia-tion techniques is given in~ lkef. 14-31.
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